A stochastic multiscale method for the elastodynamic wave equation arising from fiber composites
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Abstract

We present a stochastic multilevel global–local algorithm for computing elastic waves propagating in fiber-reinforced composite materials. Here, the materials properties and the size and location of fibers may be random. The method aims at approximating statistical moments of some given quantities of interest, such as stresses, in regions of relatively small size, e.g. hot spots or zones that are deemed vulnerable to failure. For a fiber-reinforced cross-plied laminate, we introduce three problems (macro, meso, micro) corresponding to the three natural scales, namely the sizes of laminate, ply, and fiber. The algorithm uses the homogenized global solution to construct a good local approximation that captures the microscale features of the real solution. We perform numerical experiments to show the applicability and efficiency of the method.
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1. Introduction

Fiber-reinforced composite materials are used in various industrial products such as aerospace components (tails, wings, fuselages, propellers), automobiles, off-shore and marine structures, boats, magnetic resonance imaging (MRI) system components and many others.

Most fiber composites consist of stiff fibers in a matrix which is less stiff. The objective is to make a component which is strong and stiff. High stiffness and strength usually require a high proportion of fibers in the composite. This is achieved by aligning a set of long unidirectional fibers (with a diameter of approximately...
5–10 μm) in a thin sheet (with a thickness of approximately 0.1–0.2 mm), called a lamina or ply. To achieve high strength and stiffness in various directions, a number of sheets are stacked and welded together, each having the fibers oriented in different directions. Such a stack is termed a cross-plied laminate, see Fig. 1.

The long-term structural degradation of composite structures is largely influenced by micro mechanical events. The construction of a reliable method for predicting damage initiation and propagation has to be based on a multiscale approach. Moreover, due to the random character of the fiber locations and diameters, material properties, and fracture parameters, most mechanical quantities must be expressed in statistical terms, see [2].

The numerical approaches to multiscale problems are based on upscaling methods. A variety of numerical techniques have been proposed, including the numerical homogenization [8,16], the generalized finite element method (GFEM) [1,6,3,27], the variational multiscale method (VMS) [18], the heterogeneous multiscale methods (HMM) [12,13,15], and the multiscale finite element method (MsFEM) [17,14].

In many engineering applications involving multiple scales, such as materials science, the main objective is to determine the local features of the fields, e.g. the maximum stresses, inside a small part of the domain. Such problems are amenable to global–local approaches, in which the homogenized global solution is used to construct a local solution that captures the micro scale features of the true multiscale solution. In such techniques, first a larger domain inside the global domain and containing the local domain is selected. Then, we employ a direct numerical method to solve the multiscale problem on this larger domain. The boundary conditions for the larger domain are obtained from the homogenized global solution, see e.g. [24,28]. We also refer to [4] which is based on the $L^2$-projection of the homogenized global solution onto function spaces spanned by solutions of local problems.

In this paper we consider a multiscale problem governed by the linear stochastic elastic wave equation arising from fiber composites. We are interested in the local features of the elastic field in regions of relatively small size, e.g. hot spots or zones that are deemed vulnerable to failure. Motivated and inspired by the work of [2], we assume that the diameter and position of fibers are random. The basic statistics of these parameters are taken from [2], which are obtained by carrying out a statistical analysis on a large set of data. Fig. 2 shows a part of the composite plate consisting of 16,275 fibers studied in [2].

Corresponding to the three scales (laminate, ply, fiber), we introduce three levels (macro, meso, micro) and present a multilevel global–local approach consisting of three problems (see Fig. 3):

1.1. I. Macro problem

In the macro level (Fig. 3(a)), we construct a global solution on a coarse grid based on the effective properties of the composite laminate. The effective macroscale or the homogenized material properties are obtained
either by putting strain gages on the side of the laminate, or by employing stochastic homogenization techniques. Deterministic Dirichlet or Neumann boundary conditions are imposed on the boundaries of the laminate. Since the effective coefficients and boundary conditions are deterministic, we solve the deterministic elastic wave equation by finite element or finite difference methods. The global solution is then used to compute deterministic Dirichlet boundary data on the boundary of the meso problem.

1.2. II. Meso problem

In the intermediate level (Fig. 3(b)), a domain (of ply thickness size) containing the small region of interest is first selected. The effective material properties are obtained by first applying deterministic homogenization techniques and then representing the homogenized coefficients as cross-correlated random fields with spatial correlations of ply thickness size. The intermediate solution is then used to compute stochastic Dirichlet boundary data on the boundary of the micro problem.
1.3. III. Micro problem

Finally, in the micro level (Fig. 3(c)), the statistics of the quantity of interest in the local region of interest is computed. The stochastic material properties are directly given by the random location and diameter of fibers, represented in terms of a few random variables. A stochastic collocation method is employed to solve the resulting local stochastic elastic wave equation with stochastic boundary conditions.

The rest of the paper is organized as follows. In Section 2, we formulate the multiscale problem. In Section 3, we present and describe the multilevel global–local approach. A few notes on the error analysis of the multiscale method is made in Section 4. In Section 5, we perform numerical examples. Finally, we present our conclusions and future directions in Section 6.

2. Problem formulation

Without loss of generality, we consider the case of plane strain in \( \mathbb{R}^3 \) and let \( D \) be an open subset of \( \mathbb{R}^2 \) representing an orthogonal cross section of the laminate with boundary \( \partial D \). Let \( (\Omega, \mathcal{F}, P) \) be a complete probability space, where \( \Omega \) is the set of outcomes, \( \mathcal{F} \subset 2^\Omega \) is the \( \sigma \)-algebra of events and \( P : \mathcal{F} \to [0, 1] \) is a probability measure. The microscale problem is the following linear stochastic initial boundary value problem (IBVP) for anisotropic elastic materials: find a random vector-valued function \( u : [0, T] \times D \times \Omega \to \mathbb{R}^2 \) such that \( P \)-almost everywhere in \( \Omega \), i.e. almost surely (a.s), the following holds:

\[
\begin{align*}
\rho(x, \omega) \, u_t(t, x, \omega) - \nabla \cdot \sigma(u(t, x, \omega)) &= f(t, x) \quad \text{in} \ [0, T] \times D \times \Omega, \quad (1a) \\
u(0, x, \omega) &= g_1(x), \quad u(0, x, \omega) = g_2(x) \quad \text{on} \ \{ t = 0 \} \times D \times \Omega, \quad (1b) \\
u(t, x, \omega) &= h_1(t, x) \quad \text{on} \ [0, T] \times \partial D_1 \times \Omega, \quad (1c) \\
\sigma(u(t, x, \omega)) \cdot \mathbf{n} &= h_2(t, x) \quad \text{on} \ [0, T] \times \partial D_2 \times \Omega. \quad (1d)
\end{align*}
\]

Here, \( \rho(x, \omega) \) is the density, \( u = (u_1, u_2)^\top \) is the displacement vector, \( t \) and \( x = (x_1, x_2)^\top \) are time and location, respectively, and \( \sigma \) is the stress tensor, whose components are given by the matrix form of Hook’s law,

\[
\sigma = \begin{bmatrix}
\sigma_{x_1} & \sigma_{x_1 x_2} \\
\sigma_{x_1 x_2} & \sigma_{x_2}
\end{bmatrix}, \quad \begin{bmatrix}
\sigma_{x_1} \\
\sigma_{x_2}
\end{bmatrix} = \begin{bmatrix}
e_{x_1} \\
e_{x_2}
\end{bmatrix}, \quad C = \begin{bmatrix}
C_{11} & C_{12} & C_{13} \\
C_{12} & C_{22} & C_{23} \\
C_{13} & C_{23} & C_{33}
\end{bmatrix}.
\]

Here, \( C(x, \omega) \) is the material stiffness matrix, and \( e_{x_1} \), \( e_{x_2} \) and \( e_{x_1 x_2} \) are the components of the strain tensor \( \varepsilon \).

We augment the stochastic PDE (1a) with deterministic initial conditions (1b), and impose Dirichlet and Neumann conditions (1c) and (1d) on the non-overlapping boundaries \( \partial D_1 \) and \( \partial D_2 \), respectively, where \( \partial D = \partial D_1 \cup \partial D_2 \). The outward unit normal to the boundary is denoted by \( \mathbf{n} \).

The density \( \rho \) and the stiffness matrix \( C \) are the main sources of randomness. They are assumed to be uniformly positive definite and bounded almost surely. This assumption will guarantee that the energy is conserved and therefore the stochastic IBVP (1) is well-posed [21]. Note that both the force term and boundary data may also be random. We also note that \( \rho \) and the components of the matrix \( C \) may be correlated. In this work, however, for simplicity, we assume that only the components of \( C \) are correlated, and \( \rho \) and \( C \) are uncorrelated. The correlation between \( \rho \) and \( C \) can be treated in the same way as the correlation between the components of \( C \).

The density and stiffness matrix are directly obtained from the random location and diameter of fibers obtained by micrographs. Typically, in a laminate of cross sectional area 1 mm\(^2\), there are about 10,000 fibers. Due to the probabilistic character of the composite micro-structure and the large number of fibers, we encounter a multiscale problem, and a direct simulation is not feasible. We therefore propose a stochastic multiscale method that effectively captures the statistical microscale features of the real solution.
Remark 1. For isotropic materials, in the case of plane strain ($\varepsilon_{x_1} = 0$), the components of $C$ are given by

\[
\begin{align*}
C_{11} &= C_{22} = \frac{E(1-v)}{(1+v)(1-2v)} = \lambda + 2\mu, \\
C_{12} &= \frac{E v}{(1+v)(1-2v)} = \mu, \\
C_{13} &= C_{23} = 0, \\
C_{33} &= \frac{E}{2(1+v)} = \mu,
\end{align*}
\]

where, $E$, $v$, $\lambda$ and $\mu$ are the modulus of elasticity, poisson’s ratio, and Lame’s first and second parameters, respectively. Isotropic materials have therefore only two independent elastic parameters. In this case the stress tensor reads

\[
\sigma(u) = [\lambda(x, \omega) \nabla \cdot u + \mu(x, \omega)(\nabla u + \nabla u^T)].
\tag{2}
\]

3. Stochastic multilevel global–local algorithm

Let $D \subset \mathbb{R}^2$ be a global domain, which is an orthogonal cross-section of a laminate made of fiber-reinforced composite materials in the case of plane strain, and consider the IBVP (1). Moreover, assume that the materials properties and the size and position of fibers are given. Due to the random character of these given information, we first need to express the coefficients in (1) in statistical terms. We then want to compute the statistical moments of some quantities of interest, such as local displacements or stresses, in regions of relatively small size, e.g. hot spots or zones that are deemed vulnerable to failure. For this purpose, here we present and describe a multilevel global–local algorithm.

3.1. Computational method

First, corresponding to the three separate scales (laminate, ply, and fiber), we introduce and consider three levels/problems: macro or global; meso or intermediate; and micro or local. Consequently, we choose three computational domains corresponding to the three levels:

1. $D$: the global domain which is the whole laminate.
2. $D^I \subset D$: the intermediate domain of the ply thickness size and containing the local region of interest.
3. $D^L \subset D^I$: the local domain which is the given small region of interest.

Next, for each domain, we compute the corresponding stiffness matrix, as described below:

3.1.1. Local stiffness matrix

The local stiffness matrix $C^L$ in $D^L$ is given by the actual size and position of fibers and the materials properties. For example, suppose that there are $N_f$ fibers in $D^L$. Each fiber is represented by three random variables: one for fiber’s diameter and two for the location of fiber’s center. Motivated by [2], we use truncated Gaussian variables for representing fibers’ diameter. Moreover, we can use uniform random variables to represent the position of fibers’ center. The random distributions are obtained from micrograph data. We also note that the intervals should be chosen so that the generated fibers do not overlap. In total, there are $N^L = 3 \times N_f$ random variables giving a random vector $Y^L$ of $N_f$ independent truncated Gaussian and 2 $N_f$ independent uniform variables. This generates the local random matrix $C^L = C^L(x, Y^L)$ in $D^L$.

3.1.2. Intermediate stiffness matrix

For the meso problem, we first follow [2] and cover $D^I$ by smaller square frames, each containing a few number of fibers. For example, consider an intermediate domain of size 400 $\times$ 266.67 $\mu$m, studied in [2] and shown in Fig. 4. We cover it by 15 $\times$ 10 frames of side 26.67 $\mu$m. In each frame, we perform periodic
homogenization to obtain effective coefficients. Let $\epsilon > 0$ be a small parameter representing the ratio between the fiber and the ply length scales. Also assume that the exact multiscale coefficients $\lambda^I(x)$ and $\mu^I(x)$, described by the actual size and location of fibers in $D^I$, be of the form $\lambda^I(x/\epsilon)$ and $\mu^I(x/\epsilon)$, respectively. Since these coefficients are not periodic, by considering larger frames containing the small frames, we extend the coefficients periodically and apply the homogenization theory for periodic media. This approach aims at deriving the asymptotic behavior of the multiscale solution $u^I_\epsilon$ as $\epsilon \to 0$. The multiscale solution is first expanded in power series of $\epsilon$:

$$u^I_\epsilon(t, x) = u^I_0(t, x, x/\epsilon) + \epsilon u^I_1(t, x, x/\epsilon) + \epsilon^2 u^I_2(t, x, x/\epsilon) + \cdots$$

By plugging the expansion into the governing equations for the meso problem and equating like powers of $\epsilon$, a time-independent cell problem with periodic boundary conditions is obtained from which the homogenized coefficients, $\lambda^H$ and $\mu^H$, are computed. See e.g. [2,7] for more details.

The homogenized Lame parameters, $\lambda^H$ and $\mu^H$, computed by periodic homogenization and based on the Lame parameters given in Table 1, are tabulated in Tables 2 and 3. Note that here, the Lame parameters $\lambda$ and $\mu$ of fibers and the matrix are assumed to be deterministic, and the randomness is only due to the random spatial distribution and random size of fibers. This is however not a restrictive assumption, and the case when $\lambda$ and $\mu$ of fibers and the matrix are also random can be easily treated.

Next, we collect the basic statistical summaries of the effective parameters, given in Table 4.

This will be the basis for constructing empirical random fields $\lambda^H(x, \omega)$ and $\mu^H(x, \omega)$. Following [2], we may assume that the random fields $\lambda^H$ and $\mu^H$ have a stationary Gaussian covariance structure. For instance, the stationarity of the covariance structure is justified by Table 16 on page 69 of [2], which shows that the statistics in three different large frames of size $D^I$ are the same. We then obtain their spatial correlation lengths, say $L_{c_s}$, from the homogenized data $\lambda^H$ and $\mu^H$, see e.g. [19]. Moreover, the statistical analysis in [2] suggests that the random fields $\lambda^H$ and $\mu^H$ may also be cross-correlated with a cross correlation matrix

$$C_{cross} = \begin{bmatrix} 1 & c \\ c & 1 \end{bmatrix}.$$  \hspace{1cm} (3)

Table 1
Lame parameters for the composite under consideration.

<table>
<thead>
<tr>
<th>Composite phases</th>
<th>$\lambda$</th>
<th>$\mu$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fiber</td>
<td>8.9330</td>
<td>9.6774</td>
</tr>
<tr>
<td>Matrix</td>
<td>2.0769</td>
<td>1.3846</td>
</tr>
</tbody>
</table>
We then perform a truncated Karhunen–Loève decomposition of cross correlated normal random fields \[20\] and obtain the effective random fields \( G_k; Y_I \) and \( G_l; Y_I \), where \( Y_I \) is a random vector of \( N_I \) independent normal random variables. The number of modes \( N_I \) in the Karhunen–Loève expansion is chosen such that a high percentage of the standard deviation is preserved. Finally, in order for the empirical random fields \( k_I \) and \( l_I \) to have correct marginal distributions, we let each random field have a beta distribution with four parameters: the exponents \( a \) and \( b \), and the minimum and the maximum of the distribution range \( a \) and \( b \). These four parameters are computed so that the statistic measures in Table 4 are satisfied. For example, let \( F \) be the resulting cumulative distribution functions (CDFs) corresponding to the statistical summaries of \( \lambda \) and \( \mu \); the random fields \( k_I \) and \( l_I \) are then given by \( \lambda_I(x, Y_I) = F_{\lambda}^{-1} \circ \Phi(G_{\lambda}(x, Y_I)) \), \( \mu_I(x, Y_I) = F_{\mu}^{-1} \circ \Phi(G_{\mu}(x, Y_I)) \), where \( \Phi \) is the normal CDF. The stiffness matrix for the meso problem \( C' = C'(x, Y') \) is therefore obtained in terms of the random vector \( Y' = [Y'_\lambda, Y'_\mu] \) consisting of \( N' \) independent normal random variables.

We note that the accuracy of empirical \( \lambda' \) and \( \mu' \), in addition to the Gaussian covariance and beta distribution assumptions, depends also on other parameters, such as their spatial correlation lengths \( L_c \) and their cross-correlation matrix \( C_{cross} \). Therefore, in order for \( \lambda' \) and \( \mu' \) to have CDFs close to the CDFs of the homogenized coefficients \( \lambda'' \) and \( \mu'' \), the parameters need to be carefully selected based on calibration.

### Table 2
Effective Lame’s first parameter \( \lambda'' \) from the 15 \( \times \) 10 grid shown in Fig. 4.

<table>
<thead>
<tr>
<th>Statistic</th>
<th>( \lambda'' )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Min</td>
<td>2.1</td>
</tr>
<tr>
<td>Max</td>
<td>5.8</td>
</tr>
<tr>
<td>Mean</td>
<td>3.9</td>
</tr>
<tr>
<td>S.D.</td>
<td>0.7</td>
</tr>
</tbody>
</table>

### Table 3
Effective Lame’s second parameter \( \mu'' \) from the 15 \( \times \) 10 grid shown in Fig. 4.

<table>
<thead>
<tr>
<th>Statistic</th>
<th>( \mu'' )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Min</td>
<td>1.8</td>
</tr>
<tr>
<td>Max</td>
<td>5.1</td>
</tr>
<tr>
<td>Mean</td>
<td>3.7</td>
</tr>
<tr>
<td>S.D.</td>
<td>0.7</td>
</tr>
</tbody>
</table>

### Table 4
Statistical summaries of the effective homogenized Lame parameters for the 15 \( \times \) 10 grid shown in Fig. 4.

<table>
<thead>
<tr>
<th>Statistic</th>
<th>( \lambda'' )</th>
<th>( \mu'' )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Min</td>
<td>2.1</td>
<td>1.8</td>
</tr>
<tr>
<td>Max</td>
<td>5.8</td>
<td>5.1</td>
</tr>
<tr>
<td>Mean</td>
<td>3.9</td>
<td>3.7</td>
</tr>
<tr>
<td>S.D.</td>
<td>0.7</td>
<td>0.7</td>
</tr>
</tbody>
</table>
techniques. This is beyond the scope of the present paper and is the subject of our current work, which will be presented elsewhere. Here, in the numerical examples in Section 5, we choose the parameters \(L_c\) and \(C_{\text{cross}}\) simply based on the behavior of the homogenized coefficients in Tables 2 and 3. Despite this, the obtained CDFs of empirical and homogenized coefficients are in good agreement.

### 3.3. Global stiffness matrix

The effective global stiffness matrix \(C^{G}\) in \(D\) is a constant and deterministic matrix obtained either by putting strain gages on the side of the laminate, or by employing stochastic homogenization techniques under proper stationarity and ergodicity assumptions on the random fields obtained in the meso level. In such techniques, a realization of the random field on \(D'\) is first extended periodically to a larger finite domain \(D_\gamma = [0, \gamma]^2\) containing \(D'\), with \(\gamma > 0\). Then periodic homogenization is employed to obtain effective global coefficients. See [9,10,7] for further details on stochastic homogenization.

After computing stiffness matrices for the three problems, in the last step of the algorithm, we solve the following three problems simultaneously:

#### 3.3.1. I. Micro problem

The main problem we want to solve is the micro problem in the local domain \(D'\),

\[
\begin{align*}
&g(x, Y^I)u_n(t, x, Y) - \nabla \cdot \sigma(u(t, x, Y)) = f \quad \text{in} \ [0, T] \times D' \times \Gamma, \tag{4a} \\
u(0, x, Y) = g_1(x), \quad u_t(0, x, Y) = g_2(x) \quad \text{on} \ \{t = 0\} \times D' \times \Gamma, \tag{4b} \\
u(t, x, Y) = g^G(t, x, Y^I) \quad \text{on} \ [0, T] \times \partial D' \times \Gamma. \tag{4c}
\end{align*}
\]

The random vector \(Y = [Y^I, Y']\) has in total \(N = N^I + N'\) independent random variables \(\{Y_n\}_{n=1}^N\). We denote by \(\Gamma_n \equiv Y_n(\Omega)\) the image of \(Y_n\) and let \(\Gamma = \prod_{n=1}^N \Gamma_n\). We further assume that the random vector \(Y \in \Gamma \subset \mathbb{R}^N\) has a bounded joint probability density function \(\rho : \Gamma \to \mathbb{R}_+\) with \(\rho \in L^\infty(\Gamma)\). The random density \(g(x, Y^I)\) and stiffness matrix \(C^G(x, Y^I)\) are directly obtained from the fiber positions and diameters, as described above.

We use the stochastic collocation method (see Section 3.3) to compute the statistical moments of given quantities of interest. The boundary force term \(g^G(t, x, Y^I)\) on \(\partial D'\) is obtained from the intermediate solution \(u^1\) to the following meso problem (see Section 3.2).

#### 3.3.2. II. Meso problem

At each collocation point obtained in the micro problem, we solve the following problem in the intermediate domain \(D'\),

\[
\begin{align*}
&g(x, Y^I)u_n(t, x, Y^I) - \nabla \cdot \sigma(u(t, x, Y^I)) = f \quad \text{in} \ [0, T] \times D' \times \Gamma', \tag{5a} \\
u(0, x, Y^I) = g_1(x), \quad u_t(0, x, Y^I) = g_2(x) \quad \text{on} \ \{t = 0\} \times D' \times \Gamma', \tag{5b} \\
u(t, x, Y^I) = g^G(t, x, Y^I) \quad \text{on} \ [0, T] \times \partial D' \times \Gamma'. \tag{5c}
\end{align*}
\]

where the random density \(g(x, Y^I)\) and stiffness matrix \(C^G(x, Y^I)\) are obtained based on \(N'\) independent Gaussian random variables, as described above, and \(\Gamma' = \prod_{n=N'+1}^N \Gamma_n\). The boundary force term \(g^G(t, x)\) on \(\partial D'\) is obtained from the global solution \(u^G\) to the following macro problem.

#### 3.3.3. III Macro problem

The global solution \(u^G\) is obtained by solving the deterministic macro problem (1) in \(D\) where the random density \(g\) and stiffness matrix \(C\) are replaced with the effective deterministic constant density \(\rho^G\) and constant stiffness matrix \(C^G\). We use a deterministic solver such as the finite difference or the finite element method.

### 3.2. Computation of internal boundary conditions

Suppose that a two-dimensional local domain of interest \(D' \subset D\) is given. The exact Dirichlet boundary condition on the boundary \(\partial D'\) reads

\[
u_{|\partial D'} = g^G(t, x, Y^I), \quad \forall \ x \in \partial D'.
\]
For every fixed $Y^i \in \Gamma^i$, we can approximate the function $g^*$ by the value of the intermediate solution $u^i$ on $\partial D^i$:

$$
g^*(t, x, Y^i) \approx u^i(t, x, Y^i)|_{\partial D^i} =: g^i.
$$

A simple way to do this is to compute $u^i$ and its spatial derivatives $\partial_x u^i$ and $\partial_{xx} u^i$ at the center $x_c$ of the domain $D^i$ and then apply Taylor expansion around this point. We obtain for every $x \in \partial D^i$,

$$
u^i|_{\partial D^i} \approx u^i|_{x_c} + (x - x_c)^\top \nabla u^i|_{x_c}, \quad i = 1, 2.
$$

In a similar way, we can obtain the boundary condition for the intermediate problem.

**Remark 2.** It is well known that this approximation introduces the so-called *pollution* effects [24,28]. One way to reduce the error is to consider a larger domain containing $D^i$. We can further improve the accuracy of (6) by adding correction terms. We write

$$
g^* \approx g^i = (g_1, g_2)^\top, \quad g_i = u^i|_{\partial D^i} + \varphi^\top \nabla u^i|_{\partial D^i}, \quad i = 1, 2.
$$

Here, $u^i$ and $\nabla u^i$ on $\partial D^i$ are computed from (7). Moreover, to compute $\varphi$, we first notice that the solution on the boundary given in (8) needs to satisfy the PDE in the micro problem. This gives a PDE for $\varphi$. We augment the PDE with periodic boundary conditions.

### 3.3. Stochastic collocation method

In this section, we briefly review the stochastic collocation method for computing the statistical moments of the solution to the micro problem (4), where $Y \in \Gamma \subset \mathbb{R}^N$ is a vector of $N$ independent random variables [5,29,22].

The stochastic collocation method consists of three main steps. First, the problem (4) is discretized in space and time, using a deterministic numerical method, such as the finite element or the finite difference method. We denote the semi-discrete solution by $u_h(t, x, Y)$, where $h$ represents the discretization mesh size and time step. The obtained semi-discrete problem is then collocated in a set of $\eta$ collocation points $\{Y^{(k)}\}_{k=1}^\eta \subseteq \Gamma$ to compute the approximate solutions $u_h(t, x, Y^{(k)})$. Finally, a global polynomial approximation $u_{h,p}$ is built upon those evaluations

$$
u_{h,p}(t, x, Y) = \sum_{k=1}^\eta u_h(t, x, Y^{(k)}) L_k(Y),
$$

for suitable multivariate polynomials $\{L_k\}_{k=1}^\eta$ such as Lagrange polynomials. Here, $p$ represents the polynomial degree.

A key point in the stochastic collocation method is the choice of the set of collocation points $\{Y^{(k)}\}$, i.e. the type of computational grid in the $N$-dimensional stochastic space. A full tensor grid, based on cartesian product of mono-dimensional grids, can only be used when the number of stochastic dimensions $N$ is small, since the computational cost grows exponentially fast with $N$ (*curse of dimensionality*).

Alternatively, sparse grids can reduce the curse of dimensionality. They were originally introduced by Smolyak for high dimensional quadrature and interpolation computations [25]. Two typical examples of sparse grids include total degree and hyperbolic cross sparse grids. We refer to [5,29,22] for more details.

The ultimate goal of the computations is the prediction of statistical moments of some given quantities of interest $Q(u)$. The quantity of interest may be either a function, e.g. the solution $u$, or a functional of the solution, e.g. the spatial and temporal averages of the solution, or an operator applied to the solution, e.g. the components of the stress tensor. Using the Gauss quadrature formula for approximating integrals, we write

$$\mathbb{E}[Q(u(.), Y))] \approx \mathbb{E}[Q(u_h(.), Y))] = \int_\Gamma Q(u_h(.), Y))\rho(Y)dY \approx \sum_{k=1}^{\eta(\ell)} \theta_k Q(u_h(.), Y^{(k)})) =: \mathbb{E}_i[Q(u_h(.), Y))].
$$

The weights are
and the collocation points \( Y(k) = \left[ Y^{(k_1)}, \ldots, Y^{(k_N)} \right] \in \Gamma \) are tensorized Gauss points with \( Y^{(k_n)} \), \( k_n = 0, 1, \ldots, p_n \), being the zeros of the \( p_n \)-orthogonal polynomial of degree \( p_n + 1 \). Here, for any vector of indices \( [k_1, \ldots, k_N] \) with \( 0 \leq k_n \leq p_n \) the associated global index reads \( k = 1 + k_1 + (p_1 + 1)k_2 + (p_2 + 1)(p_2 + 1)k_3 + \cdots \). The positive integer \( \ell \) is called the level, and \( p_n(\ell) \) is the maximum degree of polynomials in the \( n \)th direction, with \( n = 1, \ldots, N \), given as a function of the level \( \ell \).

### 3.4. Stochastic regularity of quantities of interest

The convergence rate of error in the stochastic collocation method depends on the regularity of the quantity of interest \( Q(u_h) \) with respect to the random input variable \( Y \). This regularity is called stochastic regularity, which is in turn related to the regularity of the coefficients and data in the physical space. A fast/exponential convergence is obtained in the presence of high stochastic regularity or stochastic analyticity.

Recently, it is shown in \([22,21]\) that the solution of stochastic hyperbolic problems, unlike the solution of elliptic and parabolic problems, is not in general analytic with respect to the random variables. The wave solutions may possess high regularity for particular types of smooth data. However, in real applications, the data are not smooth. Therefore, the convergence rate of error in the wave solution may only be algebraic. Yet, a fast spectral convergence is possible for mollified quantities of interest.

Following \([21]\), we propose to perform a low-pass filtering (moving average) in order to isolate and remove the non-physical oscillations in \( Q(u_h) \), which are a result of its low regularity. This is done by convolving the oscillatory quantity of interest with a Gaussian kernel

\[
K_\delta(x) = \frac{1}{2\pi\delta^2} \exp \left( -\frac{|x|^2}{2\delta^2} \right),
\]

with the standard deviation \( \delta \). See Remark 3 for more comments on \( \delta \). The filtered quantity is then given by

\[
Q_\delta(u_h)(t, x, Y) = (Q(u_h) \star K_\delta)(t, x, Y) = \int_{D^k} K_\delta(x - \bar{x}) Q(u_h)(t, \bar{x}, Y) d\bar{x}.
\]

We note that due to the boundary effects introduced by the convolution, we compute the filtered quantity on a smaller domain \( x \in D_\delta \subset D^k \) with \( \text{dist}(\partial D_\delta, \partial D^k) \geq d > 0 \). We choose \( d \) so that \( K_\delta(x_0) \) with \( |x_0| = d \) is essentially zero. This implies that for any \( x \in D_\delta \), the support of \( K_\delta(x - \bar{x}) \) is essentially vanishing at \( \partial D^k \). A practical choice is for example \( d \geq 2\delta \).

**Remark 3.** There are two different motivations for performing a low-pass filter: physical and numerical ones. The physical motivation arises for instance in seismology, where the simulated seismic data are often post-processed by performing a low-pass filter in order to isolate and remove the high-frequency modes. An example is when high-frequency modes do not excite a given infrastructure and are therefore removed. The numerical motivation arises for instance due to the presence of high-frequency modes which are not resolved on the spatial mesh. In this case, the generated high-frequency noise in the solution is filtered out for accuracy reasons. Another example is when we require higher regularity in the solution with respect to a given input parameter, which is obtained by performing a low-pass filter. We note that when the filtered solution is a physical quantity, the standard deviation \( \delta \) is a given constant. In fact, in the example mentioned here, \( \delta \) is inversely proportional to the maximum frequency that is allowed to pass. On the other hand, when a low-pass filter is performed for numerical purposes, an error is introduced, which depends on \( \delta \). In this case, the value of \( \delta \) is selected so that the total error does not exceed a given tolerance \( \text{TOL} \). See Section 4.5 for more details.
4. Error analysis

In this section, we present a simple error analysis to give a qualitative insight into different sources of errors in the presented algorithm. We study the effect of different parameters and factors on the error. The results will be supported by the numerical experiments in the next section.

We consider the micro problem (4) in the local domain $D^L$, with
\[
\sigma(u) = \lambda(x, Y^L) \nabla \cdot u + \mu(x, Y^L)(\nabla u + \nabla u^T).
\]
The random parameters $\rho$, $\lambda$, and $\mu$ are directly obtained from the fiber locations and diameters. The random boundary data $g_I$ in (4c) is numerically computed and is only an approximation of the true boundary data $g_I^*$. We assume that $u^*$ is the exact solution to the micro problem (4) with the true boundary data $g_I^*$. The ultimate goal of computations is to approximate statistical moments of a quantity of interest $Q(u^*)$ inside the local domain. For instance, assume that the quantity of interest is a bounded operator applied to the solution, e.g. a component of the stress tensor in the local domain $D^L$, and that we want to compute its expected value $E[Q(u^*)]$. Let $E_i[Q_o(u_h)]$ be the approximation to $E[Q(u^*)]$, obtained by the algorithm described in Section 3. The total error then reads
\[
\varepsilon := || E[Q(u^*)] - E_i[Q_o(u_h)] ||,
\]
where $||.||$ denotes the $L^2(0, T; L^2(D^L))$ norm. Note that if the quantity of interest is a functional on the solution, e.g. a spatial and temporal average of the solution over the local domain $D^L$, then the norm $||.||$ will simply change to the absolute value.

One can distinguish four different types of errors in the approximation:

1. Error in the calculation of boundary data $g_I$ for the local problem.
2. Spatial and temporal discretization error in the deterministic solver.
3. Filtering error.
4. Error in the stochastic collocation method.

Accordingly, we split the total error into four parts and write
\[
\varepsilon \leq \varepsilon_I + \varepsilon_{II} + \varepsilon_{III} + \varepsilon_{IV},
\]
where
\[
\begin{align*}
\varepsilon_I &= || E[Q(u^*)] - E_i[Q_o(u_h)] ||, \\
\varepsilon_{II} &= || E[Q(u)] - E_i[Q_o(u_h)] ||, \\
\varepsilon_{III} &= || E_i[Q_o(u_h)] - E_i[Q_o(u_h)] ||, \\
\varepsilon_{IV} &= || E_i[Q_o(u_h)] - E_i[Q_o(u_h)] ||.
\end{align*}
\]

We will consider and discuss each error separately.

4.1. Error in boundary data

We first note that due to the well-posedness of the local stochastic IBVP (4), there exists a unique weak solution that depends continuously on the data, see [21]. Consequently, we have for every $Y \in \Gamma$,
\[
||u^* - u||_{L^2(0,T;H^1(D^L))} \leq C||g^* - g_I^*||_{L^2(0,T;H^1(\partial D^L))}.
\]
The magnitude of the first error $\varepsilon_I$ is therefore controlled by the error in the approximation of the true boundary data $g^*$.

Next, we note that the error in the boundary data is due to two different sources:

(i) Error due to the pollution effect (discussed in Section 3.2).
(ii) Errors in the computation of the intermediate solution $u_I^*$, which is in turn due to
– Error in the approximation of the effective stiffness matrix in the meso problem $C'$, including the homogenization error and the truncation error in K-L representation.
– Spatial and temporal discretization error in the meso problem.
– Error in the calculation of the boundary data $g^G$ for the intermediate problem.

Let $C'$ be the true stiffness matrix in the meso problem. It is well known that due to the continuous dependence of solution on the coefficients under proper regularity assumptions, one can bound the changes in the solution $\frac{u}{C'} - u'$ by the changes in the coefficients $\frac{C}{C'}$, see e.g. [11,26]. For example, in [26], it is shown that if an expansion of the $C'$ coefficients is convergent, then the corresponding solutions will converge to the solution of the limiting system.

4.2. Discretization error in the deterministic solver

The discretization error $\varepsilon_{II}$ in (12) represents the convergence of the deterministic numerical scheme with respect to the mesh size $h$ in the micro problem. With a uniform mesh, we have

$$
\varepsilon_{II} = O(h^r), \quad r \geq 1,
$$

where $r$ is the minimum between the order of accuracy of the finite element or finite difference method used and the regularity of the solution. We note that both spatial mesh sizes $Dx_1$ and $Dx_2$ and time step $\Delta t$ are of order $h$ and related by a proper CFL condition. Also, note that the constant in the term $O(h^r)$ depends on $Q(u_h)$ and is uniform with respect to $Y$, see [22].

4.3. Filtering error

Consider a scalar function $Q \in C^\infty(\mathbb{R}^2)$. Let $Q_\delta(x) := (Q*K_\delta)(x)$ be the filtered function, where the kernel and convolutions are defined in (9) and (10). We use the change of variables

$$
\frac{x - \bar{x}}{\delta} = z
$$

and write

$$
Q_\delta(x) = \int_{\mathbb{R}^2} K_\delta(x - \bar{x}) Q(\bar{x}) d\bar{x} = \frac{1}{2\pi} \int_{\mathbb{R}^2} e^{-|x|^2/2} Q(x - \delta z) dz.
$$

The Taylor expansion of $Q(x - \delta z)$ around $x$ gives

$$
Q_\delta(x) = \frac{1}{2\pi} \int_{\mathbb{R}^2} e^{-|x|^2/2} \left( Q(x) - \delta z^T \nabla Q(x) + \frac{\delta^2}{2} z^T D^2 Q(x) z + O(\delta^3) \right) dz,
$$

where $D^2$ is the Hessian matrix. We note that

$$
\int e^{-x_i^2/2} z_i^p d\bar{z} = \begin{cases} C_p, & p \text{ even}, \\
0, & p \text{ odd}, \end{cases} \quad i = 1, 2,
$$

with $C_p$ being a constant. We then obtain

$$
|Q(x) - Q_\delta(x)| \ll \delta^2 |D^2 Q(x)|,
$$

where the size of the coefficient $|D^2 Q(x)|$ depends on the spatial regularity of $Q$. For instance, when $Q = Q(u_h) \in H^1(D^2)$, by the inverse inequality, provided a uniform mesh is used in the deterministic solver, we have

$$
|||\partial_{u_h} Q(u_h)|||_{L^2(\mathbb{R}^2)} \leq C_{inv} h^{-1} |||Q(u_h)|||_{H^1(\mathbb{R}^2)}.
$$

Therefore, we obtain the upper error bound

$$
\varepsilon_{III} \ll O(\delta^2 h^{-1}).
$$
As mentioned in Remark 3, the parameters \( \delta \) and \( h \) are chosen so that the total error does not exceed a given TOL. See Section 4.5 for more details.

4.4. Error in the stochastic collocation method

As extensively discussed in [22,21], the error in the stochastic collocation method \( e_{IV} \) is related to the stochastic regularity of the quantity of interest.

For simplicity, we consider the quantity of interest \( Q(u) = u \) and investigate the stochastic regularity of \( Q_\delta(u_h) = K_\delta \ast u_h \). There are two sources of regularity in both spatial and stochastic spaces: the spatial discretization; and the filtering.

We first study the regularity due to the spatial discretization. By employing the inverse inequality, we write for a multi-index \( k \in \mathbb{Z}^2_+ \),

\[
\| \partial^k_x u_h \|_{L^2(\Omega)} \leq C_{inv} h^{-|k|} \| u_h \|_{L^2(\Omega)}.
\]

Through the Stochastic PDE, the spatial regularity can be transformed into the regularity in the stochastic space, see Theorem 6 of [22]. We have

\[
\| \partial^k_y u_h \|_{L^2(\Omega)} \leq |k|! C^{|k|} \| u_h \|_{L^2(\Omega)}, \quad C = \mathcal{O}(h^{-1}).
\]

Consequently, for every \( Y \in \Gamma \) the power series \( u_h : \mathcal{C}^N \rightarrow L^\infty(0, T; H^1_0(D)) \) defined by

\[
u_h(t, x, Z) = \sum_{k=0}^{\infty} \sum_{|k| \leq \alpha} \frac{(Z - Y)^k}{k!} \partial^k_y u_h(t, x, Y),
\]

with \( k! = \Pi_{n=0}^{N}(k_n!) \) and \( Y^k = \Pi_{n=1}^{N} Y^k_n \) converges for all \( Z \in \mathcal{C}^N \) such that \( |Z_n - Y_n| \leq \tau = \mathcal{O}(h) \). By a continuation argument, the function \( u_h \) can analytically be extended on the whole region

\[
\Sigma(\Gamma, \tau) = \{ Z \in \mathcal{C}^N, \text{dist}(\Gamma_n, Z_n) \leq \tau = \mathcal{O}(h), \ n = 1, \ldots, N \}.
\]

Notice that the radius of the \( Y \)-analyticity is \( \tau = \tau_h = \mathcal{O}(h) \).

We next study the regularity due to the Gaussian filtering. Due to the separability of the two-dimensional Gaussian kernel \( K_\delta \), the spatial derivative of the kernel can be constructed as the product of two one-dimensional Gaussian derivative functions. We then have

\[
\partial^k_x K_\delta(x) = \left( \frac{-1}{\sqrt{2} \delta} \right)^{|k|} H_{k_1} \left( \frac{x_1}{\sqrt{2} \delta} \right) H_{k_2} \left( \frac{x_2}{\sqrt{2} \delta} \right) K_\delta(x),
\]

where \( H_k \) is a Hermite polynomial of degree \( k \). Hence,

\[
\partial^k_x Q_\delta(u_h) = \int_{D^2} \partial^k_x K_\delta(x - \tilde{x}) Q(u_h)(t, \tilde{x}, Y) d\tilde{x} = \mathcal{O}(\delta^{-|k|}).
\]

As before, the spatial regularity is transformed into the stochastic regularity, and we have

\[
\| \partial^k_y Q_\delta(u_h) \|_{L^2(\Omega)} \leq C^{|k|} \| Q_\delta(u_h) \|_{L^2(\Omega)}, \quad C = \mathcal{O}(\delta^{-|k|}).
\]

Hence, the radius of the \( Y \)-analyticity is \( \tau = \tau_\delta = \mathcal{O}(\delta^2) \).

It is shown in [22] that the interpolation error in the stochastic collocation for a quantity of interest with the radius of \( Y \)-analyticity \( \tau \) is proportional to \( e^{-c \tau} \), where \( c > 0 \) is a bounded constant. For example, using an isotropic sparse tensor product interpolation based on Gauss–Legendre abscissas, where \( \ell \geq c_0 / \log N \), with \( c_0 > 0 \) being a constant, we obtain

\[
e_{IV} \leq \mathcal{O}(\eta^{-c_1} \delta^3 / \log N).
\]

Here \( \eta \) is the number of collocation points, which depends on \( \ell \), and the type of the sparse grid. Moreover, for any quantity of interest with \( s \) bounded mixed \( Y \)-derivatives, the interpolation error is shown to be proportional to \( \eta^{-c_2} s / \log N \), where \( c_2 > 0 \) is a bounded constant [22]. Therefore, we have
\[ \varepsilon_{EP} \leq \min(\mathcal{O}(\eta^c \delta^c \log N), \mathcal{O}(\eta^c \varepsilon^c / \log N)). \] (14)

**Remark 4.** As a simple example, consider the Cauchy problem for the one-dimensional acoustic wave equation
\[ \begin{align*}
  u_t(t,x,y) - y^2 u_{xx} &= 0 \quad \text{in } [0,T] \times \mathbb{R} \times \Omega, \\
  u(0,x,y) &= g(x), \quad u_t(0,x,y) = 0 \quad \text{on } \{t = 0\} \times \mathbb{R} \times \Omega,
\end{align*} \]

By the d’Alembert’s formula, the solution reads
\[ u(t,x,y) = \frac{1}{2} [g(x - y t) + g(x + y t)]. \]

Now, since
\[ \partial_t u = \frac{1}{2} [g'(x - y t) + g'(x + y t)], \quad \partial_y u = \frac{1}{2} [-t g'(x - y t) + t g'(x + y t)], \]
the spatial and stochastic regularity of the solution \( u \) are both related to the regularity of \( g \) and hence related.

### 4.5. Computational cost versus error minimization

There are three main parameters, \((h, \delta, \eta(t))\), that control the computational cost \( \mathcal{W} \) and the error \( \mathcal{E} := \varepsilon_{EP} + \varepsilon_{MM} + \varepsilon_{MC} \). In order to find the optimal choice of the parameters, we need to minimize the computational complexity of the stochastic collocation method, subject to the total error constraint \( \mathcal{E} = \text{TOL} \). We first note that
\[ E_t[Q_\delta(u_h)] = E_t[K_\delta \star Q(u_h)] = K_\delta \star E_t[Q(u_h)]. \] (16)

The computational cost of the second term in (16) is of order \( \eta \left( \delta^{-d} + h^{-(d+1)} \right) \), while the cost for computing the last term is of order \( \delta^{-d} + \eta h^{-(d+1)} \), where \( d \) is the spatial dimension (here \( d = 2 \)). It is therefore more economical to employ the last expression in (16) for computing \( E_t[Q_\delta(u_h)] \). Therefore
\[ \mathcal{W} \propto \delta^{-d} + \eta h^{-(d+1)}. \] (17)

Moreover, from the previous sections, we have for an isotropic sparse tensor product interpolation based on Gauss–Legendre abscissas,
\[ \mathcal{E} \propto h' + \delta^2 h^{-1} + \eta^{-c} \delta^2 \log N, \] (18)
under the assumption that \( \varepsilon_{MC} \) is bounded by the first term in (14).

We now introduce the Lagrange function
\[ \mathcal{L} := \mathcal{W} + \lambda (\mathcal{E} - \text{TOL}), \]
with the Lagrange multiplier \( \lambda \). We note that in practice, the constants in the error terms are important and need to be considered and included in the Lagrange function. The optimal choice of the parameters are then obtained by equating the partial derivatives of the Lagrange functions with respect to the parameters \( h, \delta, \eta \), and \( \lambda \) to zero.

As an example, consider the case where \( \delta \) is fixed. This occurs when for instance the filtered quantity is a physical quantity of interest, see Remark 3. Then the Lagrange function corresponding to (17) and (18) reads
\[ \mathcal{L} = \eta h^{-(d+1)} + \lambda (h' + \eta^{-2} \log N) - \text{TOL}. \]

The optimal choice of the parameter \( h \) is then obtained by
\[ h' \approx \text{TOL} \left( 1 + \frac{r \log N}{s (d + 1)} \right), \]
resulting in the computational work \( \mathcal{W} \propto \text{TOL}^{-\log N/s-(d+1)/r} \).
5. Numerical experiments

In this section, we present several numerical examples to demonstrate the efficiency and applicability of the global–local algorithm described above.

We consider a ply of long unidirectional fibers with zero angle in the state of plane strain in $\mathbb{R}^3$. The material is assumed to be isotropic. The governing equation is given by the stochastic PDE (1a) with the stress tensor (2). We assume $\varrho = 1$, and let the materials properties, i.e. the Lame parameters $\lambda$ and $\mu$ of fibers and the matrix, be deterministic and given by Table 1. We further assume that the randomness in the coefficients is only due to the random spatial distribution and random size of fibers. The volume fraction of fibers is assumed to be 59%.

We let $D = [-1500, 1500] \times [-600, 0]$ be the two-dimensional global domain, which is the orthogonal cross section of the ply, see Fig. 5. We consider homogeneous initial conditions and impose homogeneous Dirichlet (no displacement) boundary condition on the left boundary $\partial D_1 = \{x \mid x_1 = -1500, x_2 \in [-600, 0]\}$, and homogeneous Neumann (no traction) boundary condition on $\partial D_2 = \partial D \setminus \partial D_1$. Therefore, we have $g_1 = g_2 = h_t = h_u = 0$ in (1b)–(1d).

We consider a time-dependent force term $f = (f_1, f_2)^\top$ consisting of a Ricker wavelet imposed on the region $D_f = [100, 200] \times [-350, -250]$, 

$$f_j(t, x) = S(t) I_{D_f}(x),$$

where $I$ is the indicator function, and 

$$S(t) = 0.1 \left(1 - \omega_f (t - t_0)^2\right) \exp\left(-\omega_f (t - t_0)^2/2\right), \quad \omega_f = 0.002, \quad t_0 = 10.$$

In all examples, we choose a fixed intermediate domain $D^I = [-150, 150] \times [-400, -200]$. The local domains $D^L$ may be different in different examples, but all are contained in $D^I$.

The deterministic solver employs an explicit, second order accurate finite difference method which discretizes the PDEs in its second order form [23]. In the stochastic space, we use collocation on the isotropic hyperbolic cross sparse grid based on Gauss abscissas.

5.1. Example 1

We first consider a local domain $D^L = [-5, 5] \times [-302, -298]$ containing only one fiber. We let the fiber diameter be deterministic and fixed $d_f = 2$. We further let the position of fiber center $x_c$ change only in the horizontal direction and be described by a uniformly distributed random variable:

$$x_c = (x_1, x_2)_{\nu} = (y, -300), \quad y \sim U(-3.5, 3.5).$$

For the meso problem, we choose deterministic parameters $\lambda^I = 3.9$, and $\mu^I = 3.7$, which are the mean values given in Table 4. We therefore have only one uniformly distributed random variable $Y = y$. 

Fig. 5. The two-dimensional global domain $D = [-1500, 1500] \times [-600, 0]$ with homogeneous Dirichlet and Neumann boundary conditions. The small boxes show the intermediate and local domains $D^I = [-150, 150] \times [-400, -200]$ and $D^L$. 
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Finally, for the macro problem in the global domain $D$, we choose the following deterministic effective parameters
\[
\lambda^G = 0.59 \lambda_{\text{fiber}} + 0.41 \lambda_{\text{matrix}}, \quad \mu^G = 0.59 \mu_{\text{fiber}} + 0.41 \mu_{\text{matrix}}.
\]
We consider the horizontal component of the normal stress as the quantity of interest
\[
Q(u) = \sigma_{x_1}(t, x, Y).
\]
We solve the problem using the multi-level algorithm and compute the expected value of the quantity of interest
\[
Q_{\ell,h}(t, x) := \mathbb{E}_\ell[Q(u_h)](t, x) = \mathbb{E}_\ell[\sigma_{x_1}](t, x),
\]
where the subscripts $\ell$ and $h$ represent the level in the stochastic space and the mesh size in the micro problem.

Fig. 6 shows $Q_{\ell,h}$ at time $t = 70$ and $x \in D$ with the mesh size $h = 0.125$ and for four different levels $\ell = 10, 20, 100, 10000$. Since there is only one random variable, the number of collocation points is given by $\eta = \ell + 1$.

We observe that for small values of $\ell$, i.e. small number of collocation points, the quantity of interest $Q_{\ell,h}$ is oscillatory, and as $\ell$ increases the oscillations damp out, and we obtain a uniform solution which is expected. It is however very expensive to use a large number of collocation points, especially in high stochastic dimensions. As an alternative, we propose to use a low number of sample points, which is affordable, and then to perform a low-pass filtering (10) on the oscillatory quantity of interest (19) using a Gaussian kernel (9). Let $Q_{\ell,h,\delta} := \mathbb{E}_\ell[Q_{\delta}(u_h)](t, x)$, where $\delta$ is the standard deviation of the kernel. We let the non-filtered solution obtained by a large level $\ell' = 10000$ be a reference solution and compute two relative errors:
\[
\mathcal{E}_\infty(t) := \frac{||Q_{\ell,h}(t, \cdot) - Q_{\ell,h,\delta}(t, \cdot)||_{L^\infty(D_h)}}{||Q_{\ell,h}(t, \cdot)||_{L^\infty(D_h)}},
\]
\[
\mathcal{E}_2(t) := \frac{||Q_{\ell,h}(t, \cdot) - Q_{\ell,h,\delta}(t, \cdot)||_{L^2(D_h)}}{||Q_{\ell,h}(t, \cdot)||_{L^2(D_h)}}.
\]
We set $D_\delta = [-4.25, 4.25] \times [-301.25, -298.75]$. Table 5 shows the relative errors at time $t = 70$ for different levels with a fixed $h = 0.125$. We have empirically observed that the choice $\delta = 4/\sqrt{\ell}$ results in small relative errors.

Fig. 7 shows the absolute value of the error $|Q_{c,h}(t,.) - Q_{c,0}(t,.)|$ in $D_\delta \subset D^h$ at time $t = 70$ for the level $\ell = 20$. Note that since the position of the fiber center changes only in the horizontal direction, we apply filtering only on the horizontal direction in order to avoid introducing errors in the vertical direction, where there are no fibers in the region $x_2 \in [-302, -301] \cup [-299, -298]$.

### 5.2. Example 2

We now consider a local domain $D^h = [-4, 4] \times [-308, -292]$ containing two fibers with deterministic and fixed diameters $d_f = 2$, see Fig. 8. We further divide the local domain into two equal parts and confine a fiber in each part. This prevents the two fibers from intersecting each other. We let the position of fiber centers change only in the horizontal direction and be described by two independent uniform random variables:

$$(x_1, x_2)|_{c_1} = (y_1, -300), \quad (x_1, x_2)|_{c_2} = (y_2, -300),$$

where

$$y_1 \sim U(-2, -1.05), \quad y_2 \sim U(1.05, 2).$$

This choice will allow the two fibers to get very close to each other with a minimum distance of 0.1.

The material coefficients for the meso and macro problems are deterministic and chosen as in Example 1. We therefore have two independent uniform random variables in total, and hence $Y = (y_1, y_2)^T$.

Fig. 9 shows $Q_{c,h}$ in (19) at time $t = 70$ and $x \in D^h$ with the mesh size $h = 0.1$ and for four different levels $\ell = 10, 20, 1000, 5000$ giving $\eta = 65, 249, 115889, 1351617$ collocation points, respectively. As before, we observe non-physical oscillations for small values of $\ell$, and as $\ell$ increases the oscillations damp out and we obtain a uniform solution as expected. By convolving the stress, obtained by a small level, with a Gaussian kernel, we again obtain good results comparable to the non-filtered stress obtained by a large level.

We next compute the time-history of the expected values of the stress (19) at a point $x_{c_1} = (0, -300)$ between the two fibers. Fig. 10 shows the mean plus and minus the standard deviation of the stress $\sigma_{c_1}$ at point $x_{c_1}$ as a function of time.

We also compare the values of stress at two different points: between the two fibers at $x_{c_1} = (0, -300)$, and away from the fibers at $x_{c_2} = (-3, -301)$. Fig. 11 shows that the stress values between two fibers is larger than the stress values at a point away from the fibers. This is due to the fact that the fibers can get very close to each other and this concentrates the stress.

### Table 5

<table>
<thead>
<tr>
<th>levels</th>
<th>$\delta$</th>
<th>$E_\infty$</th>
<th>$E_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>1.3</td>
<td>0.03</td>
<td>0.010</td>
</tr>
<tr>
<td>20</td>
<td>0.9</td>
<td>0.02</td>
<td>0.009</td>
</tr>
<tr>
<td>100</td>
<td>0.4</td>
<td>0.01</td>
<td>0.003</td>
</tr>
</tbody>
</table>

Fig. 7. The absolute value of the error $|Q_{c,h}(t,.) - Q_{c,0}(t,.)|$ in $D_\delta \subset D^h$ at time $t = 70$ for the level $\ell = 20$ with $\ell^* = 10000$ and $h = 0.125$. 
Fig. 8. The two-dimensional local domain $D^2 = [-4, 4] \times [-302, -298]$ containing two fibers. The fiber diameters are fixed $d_f = 2$, and the position of fiber centers are modeled by uniform random variables.

Fig. 9. The expected value of the stress $E/\sigma_{x_1}(t, x)$ at time $t = 70$ and $x \in D^2$ with the mesh size $h = 0.1$ and for four different levels $\ell = 10, 20, 1000, 5000$.

Fig. 10. Mean (tick blue line), plus and minus the standard deviation (thin red line) of the stress $\sigma_{x_1}$ at point $x_{r_1}$ as a function of time. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
5.3. Example 3

We finally consider a local domain $D = [-4.5, 4.5] \times [-302.5, -297.5]$ containing two fibers with variable diameters. Motivated by [2], we assume that the fiber diameters have a truncated Gaussian distribution with a mean $\mu_d = 2 \mu m$ and standard deviation $\sigma_d = 0.18 \mu m$ and a cut-off parameter $c_d = 3$. Therefore, if $y$ is a random variable with a truncated normal density function

$$
\rho_d(y) = \frac{\exp(-y^2/2) \mathbb{1}_{[-c_d, c_d]}}{\int_{-c_d}^{c_d} \exp(-z^2/2) \, dz},
$$

the fiber diameters $d_j$, $j = 1, 2$, read

$$
d_j = \mu_d + \sigma_d y_j, \quad y_j \sim \mathcal{N}_{c_d}(0, 1), \quad j = 1, 2.
$$

We further divide the local domain into two parts and confine one fiber in each part, see Fig. 12. This prevents the two fibers from intersecting each other. We let the position of fiber centers in both horizontal and vertical directions be described by uniformly distributed random variables:

$$(x_1, x_2)|_{c_1} = (y_3, y_4), \quad (x_1, x_2)|_{c_2} = (y_5, y_6), \quad y_j \sim \mathcal{U}(a_j, b_j), \quad j = 3, \ldots, 6,$n

where $(a_3, b_3) = (-2.3, -1.3)$, $(a_4, b_4) = (a_6, b_6) = (-300.5, -299.5)$, and $(a_5, b_5) = (1.3, 2.3)$.

The stiffness matrix for the micro problem $C^L = C^L(x, Y^L)$ is therefore obtained in terms of the random vector $Y^L = [y_1, \ldots, y_6]^T$ consisting of six independent random variables with truncated Gaussian (two variables) and uniform (four variables) distributions.

For the meso problem in the intermediate domain $D' = [-150, 150] \times [-400, -200]$, we use the effective stiffness coefficients obtained as described in Section 3.1 with the correlation length $L_c = 120$ and the cross-correlation matrix (3) with $c = 0.6$. By choosing $N_i = 8$ modes in the K–L expansion, 80% of the standard
deviation is preserved. The effective coefficients for the meso problem is therefore obtained in terms of the random vector 
\( Y^I \), consisting of \( N^I = 8 \) independent normal random variables. Hence, the vector 
\( Y = [Y^L, Y^I] \) contains \( N = N^L + N^I = 14 \) independent random variables.

The deterministic effective coefficients for the macro problem in the global domain 
\( D = [-1500, 1500] \times [-600, 0] \), are chosen as in Example 1.

Fig. 13 shows \( Q_{\ell,h} \) at time \( t = 70 \) and \( x \in D^\ell \) with the mesh size \( h = 0.1 \) and for two different levels \( \ell = 10, 30 \).

To justify the accuracy of the filtered quantity, we find a reference solution by the Monte Carlo method with \( N_{MC} = 10^5 \) sampling points in the stochastic space. Using the obtained reference solution, the relative errors in the filtered quantity \( Q_{\ell,h,\delta} \) with \( \ell = 10 \) at time \( t = 70 \) are \( E_\infty = 0.04 \) and \( E_2 = 0.02 \). Hence, using stochastic collocation with only \( \eta = 6077 \) collocation points together with the fast filtering technique, we can obtain accurate solutions, which require \( 10^5 \) sampling points if the Monte Carlo method is used.

6. Conclusions

We have proposed a stochastic multilevel global–local algorithm for solving the elastodynamic equations in fiber-reinforced composite materials. The method aims at approximating statistical moments of some given quantities of interest, such as stresses, in regions of relatively small size. For a fiber-reinforced cross-plied laminate, we introduce three problems (macro, meso, micro) corresponding to the three present scales (laminate, ply, fiber). The algorithm uses the homogenized global solution to construct a good local approximation that
captures the microscale features of the real solution. We have presented a qualitative study on different sources of error in the algorithm. We have performed numerical experiments that show the applicability and efficiency of the method. We note that, to the best of the authors’ knowledge, the inclusion and propagation of uncertainty in the elastodynamic model for fiber composites is not addressed in the literature, and what we propose in the present work is the first numerical platform for treating such problems.

Future directions include performing a more rigorous error analysis, particularly on the filtering error and interpolation error in the stochastic collocation method, and presenting an alternative numerical algorithm which does not rely on the homogenized global solution. This is the subject of our current work and will be presented elsewhere.
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