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Abstract

Energy consistency for the material-point method (MPM) is examined for thermodynamically consistent hyperelastic-plastic materials. It is shown that MPM can be formulated with implicit, three-field variational, finite element algorithms which dissipate energy and conserve momentum for that class of material models. With a consistent mass matrix the resulting overall numerical method inherits the energy dissipative and momentum conserving properties of the mesh solution. Thus the MPM algorithm proposed here satisfies by construction a time-discrete form of the second law of thermodynamics. Properties of the method are illustrated in numerical examples.
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1 Introduction

The material-point method (MPM) is a general numerical tool for the mechanical analysis of continuous media [57], [59], [60]. This method utilizes two discretizations to solve the continuum equations describing the motion and deformation of fluids and solids. A Lagrangian description of the material under consideration is given by a set of unconnected material points that are tracked throughout the deformation. A background computational grid is used to calculate the interactions among the Lagrangian points through the solution of the momentum equation. A mapping between the two discretizations is performed at each step in the loading process. The constitutive equations are solved at each material point so that material models with history dependence are implemented easily. The method has proven to be particularly useful for problems displaying the large deformation that occurs with inelastic behavior of solids. The present work exploits developments in finite element analysis to construct an implicit energy and momentum consistent method for hyperelastic-plastic

*corresponding author. email: sulsky@math.unm.edu
solids, thus extending the work in [26], [30], [58]. Additionally, a three-field mixed formulation is considered, providing for a more general implementation than the two field mixed (MPM) formulation in [39].

Section 2 of this paper presents the continuum equations and reviews their conservation properties. The goal is to replicate these continuum properties in the discrete equations. Section 3 reviews the MPM computational cycle, including the integration of the plasticity equations, and examines conservation properties of the discretization. In order to have an energy-consistent method, the Lagrangian grid dynamics must dissipate energy and conserve momentum. For this step we make use of an implicit time integration scheme developed for the finite element method which has the desired properties. Thus, analysis of the grid dynamics follows [24], [35]. The MPM algorithm inherits the properties of the grid dynamics algorithm if a consistent mass matrix is used [14], [30].

Finally, in Section 4, numerical examples are presented that illustrate the properties of this energy consistent and momentum conserving material-point method. Section 5 closes the paper with some concluding remarks and observations.

2 The continuum problem

The goal of this section is to present the continuum equations of motion for a deformable solid body. These equations are well known, and the reader may consult the books [1], [16], [27], [34] or [41] for more information. After introducing the notation, the weak form of the linear momentum equation and the hyperelastic-plastic constitutive model are given. Next, conservation of linear momentum, angular momentum and energy are reviewed for the unforced, traction-free Neumann problem.

2.1 Basic notation

Let \( \Omega_0 \in \mathbb{R}^3 \) denote the reference (material) position of a continuum body, with material points labeled \( X \). The set \( \Omega_0 \) is assumed open and bounded, with a smooth boundary \( \Gamma_0 \). Assume the reference boundary \( \Gamma_0 \) is partitioned into disjoint subsets such that \( \Gamma_0 = \Gamma_\varphi \cup \Gamma_\sigma \) and \( \Gamma_\varphi \cap \Gamma_\sigma = \emptyset \).

Let the spatial (current) position of the same body be \( \Omega \in \mathbb{R}^3 \), with points labeled \( x \). Assume there exists a smooth mapping, the motion of the body, \( \varphi : \Omega_0 \times [0, T] \rightarrow \mathbb{R}^3 \), such that \( \Omega = \varphi(\Omega_0, t) \) and \( x = \varphi(X, t) \), where \( [0, T] \subset \mathbb{R} \) is the the time interval of interest. The deformation gradient of the motion is defined as

\[
F(X, t) := D\varphi = \text{GRAD}_X[\varphi].
\] (1)

Given the above, the set of admissible configurations is then defined as

\[
\mathcal{S} := \left\{ \varphi : \Omega_0 \times [0, T] \rightarrow \mathbb{R}^3 \mid J(\varphi) := \det[F] > 0 \text{ and } \varphi|_{\Gamma_\varphi} = \varphi \right\},
\] (2)
density $\rho_0 : \Omega_0 \to \mathbb{R}^+$, the spatial density is $\rho = J^{-1}\rho_0$ and the material momentum is defined as $\mathbf{\pi} := \rho_0 \mathbf{v}$.

Let $\sigma$ denote the Cauchy stress in the current configuration. The developments in this work critically use the symmetric Piola-Kirchhoff stress $\mathbf{S}$, defined such that

$$ J\sigma = \mathbf{FSF}^T. $$

(3)

The Kirchhoff stress is defined as

$$ \tau := \varphi^*(\mathbf{S}) = \mathbf{FSF}^T, $$

(4)

with deviatoric part $\text{dev} \tau := \tau - \frac{1}{3} \text{trace}[\tau] \mathbf{I}$, where $\varphi^*(\cdot)$ denotes the standard push-forward operation $[11], [34]$ of continuum mechanics and differential geometry, with corresponding pull back operation denoted by $\varphi^*(\cdot)$. The prescribed traction boundary condition is

$$(\mathbf{FS}) \mathbf{N} = \bar{T} \text{ on } \Gamma_\sigma, $$

(5)

where $\mathbf{N} : \Gamma_0 \to S^2$ is the outward unit normal field to the material boundary $\Gamma_0$ and $\bar{T} : \Gamma_\sigma \times [0, T] \to \mathbb{R}^3$ is the prescribed nominal traction vector. In addition to these boundary tractions, the body is assumed to be acted upon by a body force (per unit mass) $\mathbf{b} : \Omega_0 \times [0, T] \to \mathbb{R}^3$.

### 2.2 Three field variational principle

Denote by $\mathcal{T}_{3 \times 3}$ the space of all rank two tensors. Let $\mathcal{T}^{\text{sym}}_{3 \times 3}$ be the subspace of all symmetric rank two tensors and $\mathcal{T}^{\text{sym}+}_{3 \times 3}$ be the convex subset of all symmetric, positive-definite rank two tensors. Let $\mathbf{C} := \mathbf{F}^T \mathbf{F}$ denote the right Cauchy-Green strain tensor and $\mathbf{b} := \mathbf{F} \mathbf{F}^T$ denote the left Cauchy-Green strain tensor. Notice that $\mathbf{C}$ and $\mathbf{b}$ have the same invariants and eigenvalues.

Initially, we shall assume that the body is isotropic and hyperelastic, so that at each material point $\mathbf{X} \in \Omega_0$ there exists an internal free energy of the form

$$ W(\mathbf{C}) := \hat{W}(\mathbf{C}) + U(\det(\mathbf{C})^{1/2}), $$

(6)

where $\hat{W}$ is the deviatoric energy,

$$ \hat{W}(\lambda \mathbf{C}) = \hat{W}(\mathbf{C}) \quad \forall \mathbf{C} \in \mathcal{T}^{\text{sym}+}_{3 \times 3} \text{ and } \forall \lambda \in \mathbb{R}^+, $$

(7)

and $U(J)$ is the volumetric energy. Under the assumption of isotropy, the energy function $\hat{W}$ is a function only of the invariants of $\mathbf{C}$ (see the appendix of [27]), or equivalently only of the invariants of $\mathbf{b}$. Thus there exists a $\hat{W}(\mathbf{b})$ such that $\hat{W}(\mathbf{C}) = \hat{W}(\mathbf{b})$, where isotropy (and invariance under superposed rigid body motions) requires that

$$ \hat{W}(\mathbf{QbQ}^T) = \hat{W}(\mathbf{b}) \quad \forall \mathbf{Q} \in SO(3). $$

(8)

Given isotropy, equation (6) may be written equivalently as a function of $\mathbf{b}$, so that

$$ W(\mathbf{b}) := \hat{W}(\mathbf{b}) + U(\det(\mathbf{b})^{1/2}). $$

(9)
Denote by $\mathcal{W}$ the space of test functions associated with the admissible configurations in $\mathcal{S}$, defined in standard fashion as

$$\mathcal{W} := \{ \delta \varphi : \Omega_0 \to \mathbb{R}^3 \mid \delta \varphi|_{\Gamma_0} = 0 \}.$$  \hfill (10)

It is convenient to introduce two inner product notations, $<\cdot, \cdot>_{\Omega_0}$ and $<\cdot, \cdot>_{\Gamma_0}$, denoting the $L^2$ inner product on $\Omega_0$ and $\Gamma_0$, respectively, of scalars, vectors or tensors, depending on the context.

A three field variational statement [54], [55] of the equations of motion for a solid body can be derived from a Lagrangian of the form

$$L(\varphi, v, \Theta, p) = \frac{1}{2} <v, \rho_0 v>_{\Omega_0} - \int_{\Omega_0} \left[ \tilde{W}(C) + p(J(C) - \Theta) + U(\Theta) \right] d\Omega_0 - \Pi_{\text{ext}}(\varphi),$$  \hfill (11)

for $\varphi \in \mathcal{S}$, $v \in \mathcal{W}$ and $p, \Theta \in L^2(\Omega_0)$. The variables $\{p, \Theta\}$ are the mixed pressure and the mixed volume, respectively. The external force potential function is

$$\Pi_{\text{ext}}(\varphi) = \int_{\Omega_0} \pi_g(\varphi) d\Omega_0 + \int_{\Gamma_0} \pi_T(\varphi) d\Gamma_0,$$  \hfill (12)

where $b = -\partial_\varphi \pi_g$ and $T = -\partial_\varphi \pi_T$.

The Euler-Lagrange equations associated with this Lagrangian are: find $\varphi \in \mathcal{S}$ and $p, \Theta \in L^2(\Omega_0)$ such that

$$\langle \delta \varphi, \pi \rangle_{\Omega_0} + \langle \nabla X[\delta \varphi], \mathbf{F} \rangle_{\Omega_0} - \langle \delta \varphi, \rho_0 b \rangle_{\Omega_0} - \langle \delta \varphi, T \rangle_{\Gamma_0} = 0$$ \hfill (13a)

$$\langle \delta \Theta, p \rangle_{\Omega_0} - \partial_\Theta U_{\Omega_0} = 0$$ \hfill (13b)

$$\langle \delta p, J(C) - \Theta \rangle_{\Omega_0} = 0,$$ \hfill (13c)

for all $\delta \varphi \in \mathcal{W}$ and for all $\delta p, \delta \Theta \in L^2(\Omega_0)$, where

$$S = 2\partial_C \tilde{W} + 2p \left( \partial_C J \right) = \{ \varphi^*(\text{dev } \tau + pJ) \} \hfill (14)$$

and $2\partial_C J = JC^{-1}$.

Along with the above variational equation, the solution $\varphi$ must also satisfy the initial conditions

$$\varphi(X, 0) = \varphi_0 \text{ and } \pi(X, 0) = \rho_0 v_0 \text{ in } \Omega_0.$$ \hfill (15)

Once a suitable constitutive equation relating $S$ to the motion $\varphi$ is specified, equations (13) and (15) together define a (generally) nonlinear initial boundary value problem for the motion $\varphi \in \mathcal{S}$ of the body.

Remarks 2.1.

1. Although equations (13) have been derived as the Euler-Lagrange equations of a Lagrangian potential function, they are more generally applicable to non-conservative and dissipative dynamical processes. In this work they are used in the numerical simulation of plasticity.
2. The Lagrangian (11) is actually a simplified version of the more general Lagrangian
\[
L(\varphi, v, \Theta, p) = \frac{1}{2} (v, \rho_0 v)_{\Omega_0} - \int_{\Omega_0} \left\{ W \left( \left( \Theta / J \right)^{1/3} C \right) + p(J - \Theta) \right\} d\Omega_0 - \Pi_{\text{ext}}(\varphi),
\]
where no a-priori assumptions about the character of the free energy \(W\) are made [24],[54],[55],[66]. However, under the conditions of equation (6), this more general expression collapses to the form in (11), which is both simpler to implement and sufficient for the purposes of this work.

3. An augmented Lagrangian algorithm [22], [24], [54] can be applied within this three-field mixed framework to enforce the incompressibility constraint \(\Theta = 1\). Reference [39] considers a two-field \(\{\varphi, p\}\) formulation for incompressibility within an MPM context.

### 2.3 Isotropic multiplicative plasticity

Isotropic finite strain multiplicative plasticity with isotropic hardening has the following set of assumptions [49],[50],[52]:

1. There exists a convex elastic domain
\[
\mathcal{E} := \left\{ (\tau, q) \in \mathcal{T}^{\text{sym}}_{3 \times 3} \times \mathbb{R} \mid \Phi(\tau, q) \leq 0 \right\}, \tag{16}
\]
where \(q\) is a scalar stress-like isotropic hardening variable and \(\Phi\) is the (smooth) yield function. Invariance under superposed rigid body motions requires \(\Phi\) to be an isotropic function of the stress,
\[
\Phi(Q\tau Q^T, q) = \Phi(\tau, q) \quad \forall Q \in SO(3). \tag{17}
\]

2. The deformation gradient admits a multiplicative decomposition into elastic and plastic parts [6], [29] such that
\[
F = F^e F^p. \tag{18}
\]
Consistent with this define \(J^e := \det F^e\) and \(J^p := \det F^p\) so that \(J = J^e J^p\). All developments herein are based upon the elastic left Cauchy-Green strain tensor
\[
b^e := F^e F^e^T, \tag{19}
\]
and the inverse plastic metric
\[
G^p := \left[ F^p F^p^T \right]^{-1}, \tag{20}
\]
where
\[
b^e = FG^p F^T. \tag{21}
\]

3. The stress response of the material is given by an internal free energy function \(W(b^e, \xi)\), where \(\xi \geq 0\) is a scalar strain-like isotropic hardening variable. The stress-like hardening variable \(q\) is conjugate to \(\xi\) in the sense that
\[
q := -\partial_\xi W. \tag{22}
\]
Invariance requires that the free energy function \(W\) be isotropic in the sense that
\[
W(Qb^e Q^T, \xi) = W(b^e, \xi) \quad \forall Q \in SO(3). \tag{23}
\]
2.3.1 Dissipation inequality

The starting point for the derivation of the constitutive equations is a reduced form of the second law of thermodynamics. At every material point \( X \in \Omega_0 \) the internal dissipation is defined as

\[
D^{\text{int}} := \tau : d - \frac{d}{dt} W(b^e, \xi) \geq 0
\]

where the rate of deformation tensor is

\[
d = \text{sym}(l) = \text{sym}(\dot{FF}^{-1}) = \frac{1}{2}\Phi_s'(C).
\]

Defining

\[
L_v b^e := F \left[ \frac{d}{dt} G^p \right] F^T
\]

as the Lie derivative of \( b^e \), and noting that equation (21) implies

\[
\dot{b}^e = \dot{l} b^e + b^e \dot{l}^T + L_v b^e,
\]

one may show

\[
\frac{d}{dt} W = \partial_{b^e} W : (lb^e + b^e \dot{l}^T + L_v b^e) + (\partial_\xi W) \dot{\xi}
\]

\[
= \partial_{b^e} W : (lb^e + b^e \dot{l}^T) + \partial_{b^e} W : L_v b^e - q \dot{\xi}
\]

\[
= (2b^e \partial_{b^e} W) : d + [2b^e \partial_{b^e} W] : \left[ \frac{1}{2}(L_v b^e) b^{e-1} \right] - q \dot{\xi},
\]

Two facts have been used above. First, as a consequence of isotropy, \( b^e \) and \( \partial_{b^e} W \) commute, and second \( b^e (\partial_{b^e} W) \) is symmetric. Thus the dissipation inequality (24) may be rewritten as

\[
D^{\text{int}} = [\tau - 2b^e \partial_{b^e} W] : d + [2b^e \partial_{b^e} W] : \left[ -\frac{1}{2}(L_v b^e) b^{e-1} \right] + q \dot{\xi} \geq 0.
\]

**Definition 2.1. Coleman-Noll Entropy Principle [1].** The constitutive functions must satisfy the dissipation inequality for all thermomechanical processes. Thus, by varying the process, one may vary \( d \) independently of \( \{(L_v b^e), \dot{\xi}\} \) at \( \{X, t\} \).

The Coleman-Noll Entropy Principle subsequently implies that

\[
\tau = 2b^e (\partial_{b^e} W) = 2(\partial_{b^e} W) b^e
\]

and

\[
D^{\text{int}} = \tau : \left[ -\frac{1}{2}(L_v b^e) b^{e-1} \right] + q \dot{\xi} \geq 0.
\]

Many authors at this juncture adopt the postulate of maximum dissipation [31], [49], [50], [52] to derive the flow rules for the plastic internal variables. However, we simply propose associative flow rules, consistent with the developments of the small strain theory [51], as

\[
-\frac{1}{2}(L_v b^e) = \dot{\gamma} [\partial_\tau \Phi] b^e,
\]

(31a)
\[ \dot{\xi} = \dot{\gamma} \partial_q \Phi, \]  

for a plastic consistency parameter \( \dot{\gamma} \geq 0 \). This reduces the internal dissipation to

\[ D^{\text{int}} = \dot{\gamma} [(\tau : \partial_\tau \Phi) + (q \cdot \partial_q \Phi)] \geq 0. \]  

(32)

Since the elastic domain \( E \subset \mathbb{R}^7 \) is a convex set containing the origin, \( [(\tau : \partial_\tau \Phi) + (q \cdot \partial_q \Phi)] \geq 0 \), and the dissipation inequality is satisfied by construction. Using equations (21) and (25) the flow rule (31a) has the equivalent form

\[ \dot{G}^p = -2\dot{\gamma} (F^{-1}[\partial_\tau \Phi] F) G^p. \]  

(33)

The plastic consistency parameter \( \dot{\gamma} \) remains to be defined. The two cases of interest are:

1. **Rate independent plasticity.** In this case \( \dot{\gamma} \) is the Lagrange multiplier associated with the inequality constraint \( \Phi \leq 0 \) and is given by the Kuhn-Tucker conditions

\[ \dot{\gamma} \geq 0, \quad \Phi \leq 0, \quad \dot{\gamma} \Phi = 0. \]  

(34)

2. **Viscoplasticity.** In this case \( \dot{\gamma} \) is given by a viscoplastic regularization

\[ \dot{\gamma} = \frac{< \Phi >}{\eta}, \]  

(35)

where \( \eta > 0 \) is the viscosity parameter. The Macauley bracket function is

\[ < x > = \frac{1}{2} (x + |x|). \]  

(36)

In the limit as \( \eta \searrow 0 \) the rate independent case is recovered.

### 2.3.2 \( J^2 \) flow model

For the purposes of this work, and without loss of generality, a \( J^2 \) flow model of plasticity is considered. The model is as follows:

- The yield function takes the simple form

\[ \Phi(\tau, q) := \| \text{dev} \tau \| - \sqrt{\frac{2}{3}} (\sigma_Y - q), \]  

(37)

where \( \sigma_Y \geq 0 \) is the flow (yield) stress. In this case

\[ n := \partial_\tau \Phi = \frac{\text{dev} \tau}{\| \text{dev} \tau \|}, \]  

(38)

and

\[ \partial_q \Phi = \sqrt{\frac{2}{3}}. \]  

(39)
so that
\[ \dot{\mathbf{G}}^p = -2\dot{\gamma} \left( \mathbf{F}^{-1} \mathbf{n} \mathbf{F} \right) \mathbf{G}^p, \] (40)
and
\[ \dot{\xi} = \dot{\gamma} \sqrt{\frac{2}{3}}. \] (41)

The internal dissipation (32) simplifies to
\[ \mathcal{D}^{\text{int}} = \dot{\gamma} \left[ \| \text{dev} \mathbf{\tau} \| + q \sqrt{\frac{2}{3}} \right] = \dot{\gamma} \left[ \Phi + \sqrt{\frac{2}{3}} (\sigma_Y - q) + q \sqrt{\frac{2}{3}} \right] = \dot{\gamma} \left[ \Phi + \sqrt{\frac{2}{3}} \sigma_Y \right]. \] (42)

For this classical model of plasticity, the hardening parameter \( \xi \) is often termed the equivalent plastic strain.

- Let \( \varepsilon^e = \text{diag}\{\varepsilon_1^e, \varepsilon_2^e, \varepsilon_3^e\} \) be the vector of principal elastic stretches, the eigenvalues of \( \sqrt{\mathbf{B}^e} \). Let \( \mathbf{\beta} = \text{diag}\{\beta_1, \beta_2, \beta_3\} \) be the vector of principal Kirchhoff stresses, the eigenvalues of \( \mathbf{\tau} \). For isotropic models one can use the chain rule to show that \( \beta_A = \partial_{\varepsilon^e_A} W \) [65]. The elastic response is given by
\[ W(\mathbf{b}^e, \xi) = G\| \text{dev} \varepsilon^e \|^2 + U(\mathbf{J}^e) + \mathcal{H}(\xi), \] (43)
where \( G \geq 0 \) is the (linearized) elastic shear modulus. This is often referred to as the Hencky model of finite strain elasticity [50], [65]. Notice that this free energy function satisfies the assumption of equations (6) and (9) so that
\[ \widetilde{W}(\mathbf{b}^e, \xi) = G\| \text{dev} \varepsilon^e \|^2 + \mathcal{H}(\xi) \implies \text{dev} \mathbf{\tau} = 2(\partial_{\varepsilon^e} \widetilde{W})\mathbf{b}^e. \] (44)

For the Hencky model the principal values of \( \text{dev} \mathbf{\tau} \) are \( \mathbf{\beta} = \partial_{\varepsilon^e} \widetilde{W} = 2G \text{ dev } \varepsilon^e \). Finally, for linear isotropic hardening
\[ \mathcal{H}(\xi) := \frac{1}{2} H \xi^2, \] (45)
with the hardening parameter \( H \geq 0 \), so that \( q = -H \xi \).

Remarks 2.2.

1. Unfortunately, the Hencky model of finite strain elasticity is not polyconvex [49], [50]. Thus it is not appropriate for use when large elastic strains are present, and in fact numerical difficulties have been encountered [44]. However, the model very much simplifies the numerical implementation of the plasticity equations and provides a valid approximation for small to moderate elastic strains. For typical metal plasticity the elastic strains are small relative to the plastic strains, and the Hencky model is suitable.

2. It is not strictly necessary to assume that the yield function is based upon the Kirchhoff stresses \( \mathbf{\tau} \). The equations can be formulated assuming that the Cauchy stresses \( \mathbf{\sigma} \) determine the yield criterion, and one might argue this to be more physically correct. In such a situation the flow rules are by necessity non-associative, even with the postulate of maximum plastic dissipation [37]. For this presentation it is sufficient to consider the plasticity equations as presented above, with the knowledge that a modification to the constitutive model is not difficult.
2.4 Conservation properties

The evolutionary equations (13) possess a number of important global conservation properties. First, linear momentum, angular momentum, and total energy, are defined. Next, it is shown that (13) conserves momentum and dissipates total energy under appropriate conditions on the loading and boundary conditions.

Definition 2.2. The total linear momentum $L$ is defined as

$$L := \int_{\Omega_0} \pi \, d\Omega_0.$$  \hfill (46)

Definition 2.3. The total angular momentum $J$ is defined as

$$J := \int_{\Omega_0} (\varphi \times \pi) \, d\Omega_0.$$  \hfill (47)

Definition 2.4. The total kinetic energy $T$ is defined as

$$2T := \langle \pi, \rho_0^{-1} \pi \rangle_{\Omega_0} = \langle \pi, v \rangle_{\Omega_0} = \langle \rho_0 v, v \rangle_{\Omega_0}. \hfill (48)$$

Definition 2.5. The total potential energy $V$ is defined as

$$V := \int_{\Omega_0} \left[ \tilde{W}(b^e, \xi) + U(\Theta) \right] \, d\Omega_0. \hfill (49)$$

Definition 2.6. The total energy $H$ is defined as

$$H := T + V.$$  \hfill (50)

Theorem 2.1. Let $\Gamma_{\varphi} = \emptyset, b = 0$ and $T = 0$. Then total linear momentum $L$ and the total angular momentum $J$ are constants of the motion, and the total energy $H$ is dissipated.

Proof. This result is well known, and is based on classical arguments.

1. Linear Momentum is conserved. See [30].

2. Angular Momentum is conserved. Conservation of angular momentum is a direct result of the symmetry of the stress tensor $S$ [30].

3. Energy is dissipated. Consider variations of the form

$$\delta \varphi(X) = v, \quad \delta p(X) = 1, \quad \delta \Theta(X) = 1,$$  \hfill (51)
which are admissible when $\Gamma_\varphi = \emptyset$ (or when $\varphi = 0$). This choice shows that the time rate of change of the total energy is negative,

\[
\frac{d}{dt} H = \frac{d}{dt} T + \frac{d}{dt} V
\]

\[
= \langle v, \dot{\pi} \rangle_{\Omega_0} + \int_{\Omega_0} \left[ \hat{W}(b^e, \xi) + \dot{U}(\Theta) \right] d\Omega_0
\]

\[
= \langle v, \dot{\pi} \rangle_{\Omega_0} + \int_{\Omega_0} \left[ \text{dev} \tau : d - D^{\text{int}} + U''(\Theta) \dot{\Theta} \right] d\Omega_0 \quad \text{(by (24))}
\]

\[
= \langle v, \dot{\pi} \rangle_{\Omega_0} + \int_{\Omega_0} \left[ \text{dev} \tau : d - D^{\text{int}} + p\dot{\Theta} \right] d\Omega_0
\]

\[
= \langle v, \dot{\pi} \rangle_{\Omega_0} + \int_{\Omega_0} \left[ \text{dev} \tau : d + p\dot{J} - D^{\text{int}} \right] d\Omega_0
\]

\[
= \langle v, \dot{\pi} \rangle_{\Omega_0} + \int_{\Omega_0} \left[ \frac{1}{2} \varphi^*(\text{dev} \tau) : \dot{C} + p(\partial C J) : \dot{C} - D^{\text{int}} \right] d\Omega_0
\]

\[
= \langle v, \dot{\pi} \rangle_{\Omega_0} + \int_{\Omega_0} \left[ \varphi^*(\text{dev} \tau) + 2p(\partial C J) : F^T \dot{F} - D^{\text{int}} \right] d\Omega_0
\]

\[
= \langle v, \dot{\pi} \rangle_{\Omega_0} + \int_{\Omega_0} \left[ \text{GRAD}_X[v] - D^{\text{int}} \right] d\Omega_0
\]

\[
= \langle v, \dot{\pi} \rangle_{\Omega_0} + \text{GRAD}_X[v], FS \rangle_{\Omega_0} - \int_{\Omega_0} D^{\text{int}} d\Omega_0
\]

\[
= - \int_{\Omega_0} D^{\text{int}} d\Omega_0 \leq 0.
\]

(52)

The goal of this work is to construct a discrete material-point method (MPM) which also satisfies these conservation properties.

3 The Material Point Method

The purpose of this section is to describe the material-point method (MPM) for the problem of equation (13). After introducing notation used to describe the discrete solution, the main steps in the MPM algorithm are presented. These are the numerical integration of the plasticity equations, discrete derivatives and the time stepping algorithm. The conservation properties of the MPM algorithm are also examined.

3.1 Basic notation

MPM consists of a set of material points and a background grid or mesh. Let $N_{pt} > 0$ denote the number of material points of the discrete simulation, and let $N_{nodes} > 0$ denote the number of nodes of the background mesh. Any quantity associated with a material
point is identified by a superscript $(\cdot)^{pt}$. For example, the velocity of a material point is notated as $v^{pt}$. Any quantity associated with the background mesh is identified by a superscript $(\cdot)^h$, with $h > 0$ denoting the mesh size, or by indexes $\{A, B, C \ldots\}$ indicating nodal values. For example, $v^h(x)$ is the velocity field of the mesh with nodal values $v_A$ for $A \in \{1, 2, \ldots, N_{\text{nodes}}\}$. (In a slight abuse of notation, $(\cdot)^h$ is also used to notate the vector of nodal values of $(\cdot)$. This should not cause the reader any confusion in the context where it is used.) A subscript $(\cdot)^{n+1}$ indicates the time step index, corresponding to a solution at time $t^{n+1}$. A capital $\Delta$ is used to indicate a time step increment in a quantity, $\Delta(\cdot) = (\cdot)^{n+1} - (\cdot)^n$, and in standard fashion, $(\cdot)^{n+\alpha} := (1 - \alpha)(\cdot)^n + \alpha(\cdot)^{n+1} \forall \alpha \in [0, 1]$.

### 3.2 Numerical integration of plasticity equations

Let $\Delta t > 0$ be the numerical time step. The goal is to discretely integrate the plasticity evolution equations, producing stresses and internal variables at time $t^{n+1}$ from the initial conditions at time $t^n$. The numerical implementation involves an operator splitting procedure.

#### 3.2.1 Predictor-Corrector algorithm

The first step in an operator split approach is the solution of the predictor phase. Assuming no plastic behavior, the flow rules reduce to

$$\dot{G}^p = 0 \quad \text{and} \quad \dot{\xi} = 0. \quad (53)$$

The solution to these equations are simply

$$G^{tr}_{n+1} = G^p_n \quad \text{and} \quad \xi^{tr}_{n+1} = \xi_n, \quad (54)$$

where the superscript “$^{tr}$” indicates that these are the trial values of the plastic internal variables at time $t_{n+1}$. Define the trial stress as

$$\tau^{tr}_{n+1} := 2b^{tr}_{n+1} \partial b^p W(b^{tr}_{n+1}, \xi^{tr}_{n+1}), \quad (55)$$

the trial hardening variable as

$$q^{tr}_{n+1} := -\partial_\xi W(b^{tr}_{n+1}, \xi^{tr}_{n+1}), \quad (56)$$

and the trial value of the yield function as $\Phi^{tr}_{n+1} := \Phi(\tau^{tr}_{n+1}, q^{tr}_{n+1})$. By checking the value of the yield function, the next step is determined :

$$\begin{cases} 
\Phi^{tr}_{n+1} < 0 \implies \text{elastic step} \\
\Phi^{tr}_{n+1} > 0 \implies \text{plastic step}
\end{cases}.$$ 

If $\Phi^{tr}_{n+1} < 0$, simply set

$$\tau_{n+1} = \tau^{tr}_{n+1}, \quad G^p_{n+1} = G^p_n, \quad \xi_{n+1} = \xi_n.$$ 

If $\Phi^{tr}_{n+1} > 0$, the trial state is invalid and must be corrected.
The plastic corrector step is conducted by solving the equations

$$\dot{G}^p = -2\dot{\gamma} \left( F^{-1} nF \right) G^p$$  \hspace{1cm} (57)$$

and

$$\dot{\xi} = \dot{\gamma} \partial_q \Phi,$$  \hspace{1cm} (58)$$

along with the yield condition

$$\dot{\gamma} = \frac{\Phi_{n+1}}{\eta}.$$  \hspace{1cm} (59)$$

Motivated by the developments in [17],[49],[50] and [62] a backward Euler exponential update in time produces the equation

$$G_{n+1}^p = \exp \left( -2\dot{\gamma}_{n+1} \Delta t F_{n+1}^{-1} n_{n+1} F_{n+1} \right) G_{n+1}^{tr}$$

$$= F_{n+1}^{-1} \exp \left( -2\Delta \gamma_{n+1} F_{n+1} \right) G_{n+1}^{tr},$$  \hspace{1cm} (60)$$

where $\Delta \gamma := \dot{\gamma}_{n+1} \Delta t$. Given that $b_{n+1}^e = F_{n+1} G_{n+1}^p F_{n+1}^T$, this may be written as

$$b_{n+1}^e = \exp \left( -2\Delta \gamma_{n+1} \right) b_{n+1}^{tr},$$  \hspace{1cm} (61)$$

where $b_{n+1}^{tr} = F_{n+1} G_{n+1}^{tr} F_{n+1}^T$. A backward Euler time discretization of the flow rule for $\xi$ yields

$$\xi_{n+1} - \xi_{n+1}^{tr} = \Delta \gamma \cdot \partial_q \Phi_{n+1}$$  \hspace{1cm} (62)$$

and for the consistency condition is

$$\Delta \gamma = \Phi_{n+1} \frac{\Delta t}{\eta}.$$  \hspace{1cm} (63)$$

Let $\{ (\lambda_A^{tr})^2, m_A^{tr} \}$ be the eigenpairs of $b_{n+1}^{tr}$, let $\{ (\lambda_A^e)^2, m_A \}$ be the eigenpairs of $b_{n+1}^e$ and let $\beta_A$ be the eigenvalues of $\tau_{n+1}$. Consistent with the assumption of isotropy, the spectral decompositions

$$b_{n+1}^{tr} = \sum_{A=1}^3 \left( \lambda_A^{tr} \right)^2 m_A^{tr} \otimes m_A^{tr},$$  \hspace{1cm} (64)$$

$$b_{n+1}^e = \sum_{A=1}^3 (\lambda_A^e)^2 m_A \otimes m_A,$$  \hspace{1cm} (65)$$

$$\tau_{n+1} = \sum_{A=1}^3 \beta_A m_A \otimes m_A$$  \hspace{1cm} (66)$$

and

$$n_{n+1} = \sum_{A=1}^3 (\partial_{\beta_A} \Phi_{n+1}) m_A \otimes m_A$$  \hspace{1cm} (67)$$

are valid. The fact that $\Phi$ is an isotropic function of $\tau$ has been used. The isotropy assumption restricts $\Phi$ to be a function of the invariants of $\tau$ and hence the derivative $\partial_q \Phi$ and $\tau$ are coaxial. Now, inverting equation (61) produces

$$b_{n+1}^{tr} = \exp \left( +2\Delta \gamma n_{n+1} \right) b_{n+1}^e,$$  \hspace{1cm} (68)$$
which reduces to
\[
\sum_{A=1}^{3} \left( \lambda_{A}^{e_{tr}} \right)^{2} m_{A}^{tr} \otimes m_{A}^{tr} = \sum_{A=1}^{3} \exp \left[ 2 \Delta \gamma (\partial_{\beta_{A}} \Phi_{n+1}) \right] \left( \lambda_{A}^{e} \right)^{2} m_{A} \otimes m_{A}. \tag{69}
\]
A solution to the above equation is
\[
m_{A} = m_{A}^{tr} \quad \text{and} \quad \exp \left[ 2 \Delta \gamma (\partial_{\beta_{A}} \Phi_{n+1}) \right] \left( \lambda_{A}^{e} \right)^{2} = \left( \lambda_{A}^{e_{tr}} \right)^{2}. \tag{70}
\]
Let \( \epsilon_{A}^{e} := \log(\lambda_{A}^{e}) \) and \( \epsilon_{A}^{e_{tr}} := \log(\lambda_{A}^{e_{tr}}) \). Then, taking the natural logarithm of both sides of the above equation and rearranging terms generates
\[
\epsilon_{A}^{e} = \epsilon_{A}^{e_{tr}} - \Delta \gamma \cdot (\partial_{\beta_{A}} \Phi_{n+1}). \tag{71}
\]
Note that this equation has the identical structure of a small strain, backward-Euler plasticity update [51]. Thus the plasticity update equations reduce to a (generally nonlinear) set of algebraic equations in principal stress-strain space [44]:
\[
\begin{align*}
\epsilon_{A}^{e} - \epsilon_{A}^{e_{tr}} + \Delta \gamma \cdot (\partial_{\beta_{A}} \Phi_{n+1}) &= 0 \\
\beta_{A} - \partial_{\epsilon_{A}^{e}} W_{n+1} &= 0 \\
\xi_{n+1} - \xi_{n+1}^{tr} - \Delta \gamma \cdot \partial_{q} \Phi_{n+1} &= 0 \\
\Phi_{n+1} - \eta \frac{\Delta t}{\Delta \gamma} \Delta \gamma &= 0
\end{align*}
\quad \text{for } A = \{1, 2, 3\}. \tag{72}
\]
Notice that these equations are well defined in the limit as \( \eta \searrow 0 \). For the \( J^{2} \) plasticity model of section 2.3.2, the set of equations is linear with a closed form solution
\[
\Delta \gamma = \left[ \frac{\eta}{\Delta t} + \frac{2}{3} H + 2G \right]^{-1} \Phi_{n+1}^{tr}. \tag{73}
\]

Remarks 3.1. Any convenient method can be used to diagonalize \( b_{n+1}^{e_{tr}} \). Since this tensor (matrix) is small and symmetric there are a number of reliable and accurate numerical algorithms available [43].

3.2.2 Algorithmic dissipation

Assuming plastic flow and using equation (42), a discrete backward Euler approximation to the internal dissipation is
\[
\Delta D^{int} := \int_{t_{n}}^{t_{n+1}} D^{int} \, dt \\
= \int_{t_{n}}^{t_{n+1}} \dot{\gamma} \left[ \Phi + \sqrt{\frac{2}{3}} \sigma_{Y} \right] \, dt \\
\approx \left[ \Phi_{n+1} + \sqrt{\frac{2}{3}} \sigma_{Y} \right] \Delta \gamma \\
= \left[ \frac{\eta}{\Delta t} \Delta \gamma + \sqrt{\frac{2}{3}} \sigma_{Y} \right] \Delta \gamma \\
\geq 0. \tag{74}
\]
Notice that this approximation is well defined as $\eta \downarrow 0$. When there is no plastic flow $\Delta D^{\text{int}} = 0$. For more general plasticity models, equation (32), for example, can be used to derive expressions for the algorithmic dissipation.

### 3.3 Discrete derivatives

**Definition 3.1. Discrete Derivative** [25]. Let $K \subset \mathbb{R}^n$ be a convex set and assume there exists a smooth function $f : K \to \mathbb{R}$. A **discrete derivative** $D_z f : K \times K \to \mathbb{R}^n$ is a mapping such that

1. Directionality.

   $$D_z f(z_1, z_2) \cdot (z_2 - z_1) = f(z_2) - f(z_1) \quad \forall \, z_1, z_2 \in K.$$

2. Consistency.

   $$D_z f(z_1, z_2) = \partial_z f(z) + O(\|z_2 - z_1\|),$$

   where $\bar{z} := \frac{1}{2}(z_1 + z_2)$.

There is not necessarily a single unique function which satisfies this definition. However, the construction adopted here is similar to that of [24], [25]. The discrete derivative is evaluated as

$$D_z f(z_1, z_2) := \overline{\partial_z f} + \left[ \frac{f(z_2) - f(z_1) - \partial_z f}{\|z_2 - z_1\|^2} \right] (z_2 - z_1), \quad (75)$$

where $\overline{\partial_z f}$ satisfies

$$\overline{\partial_z f} = \partial_z f(\bar{z}) + O(\|z_2 - z_1\|). \quad (76)$$

Two possible options are

1. Midpoint approximation:

   $$\overline{\partial_z f} := \partial_z f(\bar{z}). \quad (77)$$

   This is the form adopted in [24], [25].

2. Trapezoidal approximation:

   $$\overline{\partial_z f} := \frac{1}{2} \left[ \partial_z f(z_1) + \partial_z f(z_2) \right]. \quad (78)$$

Either option satisfies (76) and ensures that $D_z f(z_1, z_2)$ has a well defined limit as $\|z_2 - z_1\| \downarrow 0$. If a positive term $\mathcal{D} > 0$ is added to (75) so that the discrete derivative has the modified form

$$D_z f(z_1, z_2) := \overline{\partial_z f} + \left[ \frac{f(z_2) - f(z_1) + \mathcal{D} - \overline{\partial_z f}}{\|z_2 - z_1\|^2} \right] (z_2 - z_1), \quad (79)$$

then

$$D_z f(z_1, z_2) \cdot (z_2 - z_1) = f(z_2) - f(z_1) + \mathcal{D} \geq f(z_2) - f(z_1) \quad \forall \, z_1, z_2 \in K \quad (80)$$
3.3.1 Algorithmic stress

A symmetric *algorithmic stress* is defined as [35]

\[
S_{\text{algo}}^{\text{dev}} := \bar{S} + \frac{1}{\|\Delta C\|^2} \left[ 2 \left( \widetilde{W}(b_{n+1}^t, \xi_{n+1}) - \widetilde{W}(b_n^t, \xi_n) + \Delta D^{\text{int}} \right) - \bar{S} : \Delta C \right] \Delta C , \tag{81}
\]

where

\[
\bar{S} := \frac{1}{2} \left[ \varphi_n^*(\text{dev} \mathbf{T}_n) + \varphi_{n+1}^*(\text{dev} \mathbf{T}_{n+1}) \right]. \tag{82}
\]

This definition makes use of the notion of a discrete derivative of \(\widetilde{W}\) to define \(S_{\text{algo}}^{\text{dev}}\). Furthermore, the utility of the discrete derivative is seen in the following easily verified inequality

\[
\frac{1}{2} S_{\text{algo}}^{\text{dev}} : \Delta C = \Delta \widetilde{W} + \Delta D^{\text{int}} \geq \Delta \widetilde{W} . \tag{83}
\]

Thus \(S_{\text{algo}}^{\text{dev}}\) satisfies by construction a time-discrete form of the dissipation inequality (24) and shall be used, along with discrete derivatives of \(J(C)\) and \(U(\Theta)\), to ensure energy consistency of the dynamic MPM time stepping algorithm for (13).

**Remarks 3.2.**

1. The addition of a dissipation term \(D > 0\) to the discrete derivative has been used previously in [4], [5] to add controllable high frequency dissipation to dynamic hyperelastic simulations.

2. In a seminal work, *Meng & Laursen* [35] consider a very similar formulation for dynamic finite deformation plasticity in a Lagrangian finite element setting. However, in that paper the authors make use of a midpoint integrator [49] for the plastic evolution equations. Consequently, the definition of \(\bar{S}\) takes the form

\[
\bar{S} := \varphi_{n+1/2}^*(\text{dev} \mathbf{T}_{n+1/2}) ,
\]

which in the purely elastic case collapses to

\[
\bar{S} = 2 \partial_C \widetilde{W} \left( F_{n+1/2}^T F_{n+1/2} \right).
\]

Unfortunately, this form for \(\bar{S}\) may not have a well defined limit as \(\|\Delta C\| \searrow 0\) (see [30]). To avoid this possible problem, and for ease of implementation, a backward Euler integrator along with equation (82) is chosen for this work.

3. The general developments presented here are not restricted to isotropic multiplicative plasticity. The same algorithmic constructions can be applied to any hyperelastic-based, thermodynamically consistent material model. This includes, but is not limited to, additive Green-Naghdi plasticity [35], [42], finite strain viscoelasticity [45], anisotropic single crystal plasticity [38], [56] and continuum damage modeling [21], [48].
3.4 Discrete equations of motion

Denote by \( N^A \) the shape function of node \( A \) of the mesh. Let \( W^h \subset W \) denote a typical finite dimensional finite element subspace of \( W \), with corresponding solution space \( S^h \subset S \). Then, for example, any \( \delta \varphi^h \in W^h \) takes the form

\[
\delta \varphi^h (x) = \sum_{A=1}^{N_{\text{nodes}}} N^A (x) \delta \varphi_A. \tag{84}
\]

All integrals are evaluated by treating the material points as quadrature points. For example, the second term in (13a) can be approximated as

\[
\langle \text{GRAD}_x [\delta \varphi], F_{n+\alpha} S \rangle_{\Omega_0} \approx \sum_{pt=1}^{N_{\text{pt}}} \left\{ \langle \text{GRAD}_x [\delta \varphi], F_{n+\alpha}^p S^p \rangle_{\Omega_0^p} \right\}
\]

where \( x_{n}^{pt} = \varphi_n^{pt} \) is the material-point position at time step \( n \) and \( \Omega_0^{pt} > 0 \) is the material volume associated with the material point \( pt \). The transformation \( \text{GRAD}_x [\cdot] = F_n^T \text{grad}_n [\cdot] \) is also used, where \( \text{grad}_n \) indicates the gradient with respect to the configuration at time \( t_n \). Figure 1 schematically shows the notation used to relate the reference configuration of the deforming body with its configuration at times \( t_n \) and \( t_{n+1} \).
The mass \( m^{pt} = \rho_0(x^{pt})\Omega_0^{pt} > 0 \) is constant for each material point. The material-point momentum is then \( \pi^{pt} := m^{pt} v^{pt} \). Using the material-point masses, the consistent mass matrix \( M \) is defined with nodal components

\[
M^{AB} := \sum_{pt=1}^{N_{pt}} m^{pt} N^A(x^{pt}) N^B(x^{pt}) \approx \int_{\Omega_0} \rho_0 N^A N^B \, d\Omega_0. \tag{86}
\]

**Remarks 3.3.** Many MPM implementations use a lumped mass matrix \([26],[57],[58],[59],[60],[63]\). However, in an effort to ensure that global conservation properties are satisfied \([14],[30]\), only the consistent mass matrix is considered in this work.

Given the material-point data \( \{ \phi^{pt}_n, v^{pt}_n, F^{pt}_n, \Theta^{pt}_n, G^p_n, \xi_n \} \) at time \( t_n \), the goal is to determine the material-point data \( \{ \phi^{pt}_{n+1}, v^{pt}_{n+1}, F^{pt}_{n+1}, \Theta^{pt}_{n+1}, G^p_{n+1}, \xi_{n+1} \} \) at time \( t_{n+1} := t_n + \Delta t \). Assuming a background finite element mesh exists, the MPM algorithm is as follows:

**Algorithm MPM.** The algorithm consists of four primary steps:

1. **Material-Point-to-Grid Projection.** Compute the consistent mass matrix \( M_n \) using (86). Compute the grid velocities \( v_n^A \) such that

\[
\sum_{B=1}^{N_{nodes}} M_n^{AB} v_{B,n} = \sum_{pt=1}^{N_{pt}} N^A(x^{pt}_n) \pi^{pt}_n \quad \forall A \in \{1, 2, \ldots, N_{nodes}\}. \tag{87}
\]

2. **Lagrangian Mesh Dynamics.** Solve the nonlinear algebraic equations

\[
\frac{1}{\Delta t} \sum_{B=1}^{N_{nodes}} M_n^{AB} (v_{B,n+1} - v_{B,n}) + (F^{int})^A_{n+1/2} - (F^{ext})^A_{n+1/2} = 0, \tag{88a}
\]

\[
\frac{1}{\Delta t} \Delta \phi_A = v_{A,n+1/2}; \tag{88b}
\]

\[
\sum_{pt=1}^{N_{pt}} \delta \theta^h(\phi^{pt}_n) \cdot [p^h(\phi^{pt}_n) - D_{\theta} U(\Theta^{pt}_n, \Theta^{pt}_{n+1})] \Omega_0^{pt} = 0, \tag{88c}
\]

\[
\sum_{pt=1}^{N_{pt}} \delta \theta^h(\phi^{pt}_n) \cdot [\theta^h(\phi^{pt}_n) - \Delta J^{pt}] \Omega_0^{pt} = 0, \tag{88d}
\]

\[
\Theta^{pt}_{n+1} = \Theta^{pt}_n + \theta^h(\phi^{pt}_n), \tag{88e}
\]

for \( A \in \{1, 2, \ldots, N_{nodes}\} \), where \( (F^{int})^A_{n+1/2} \) and \( (F^{ext})^A_{n+1/2} \) are the internal and external forces, respectively, associated with node \( A \) at time \( t_{n+1/2} \). These forces are defined as

\[
(F^{int})^A_{n+1/2} := \sum_{pt=1}^{N_{pt}} \left( F^{pt}_{n+1/2} S^h_n \right) \left( F^{pt}_n \right)^T \text{grad}_n [N^A(x^{pt}_n)] \Omega_0^{pt} \approx \int_{\Omega_0} \left( F^{pt}_{n+1/2} S^h_n \right) \text{GRAD}_x [N^A] \, d\Omega_0. \tag{89a}
\]

\[
\int_{\Omega_0} \left( F^{pt}_{n+1/2} S^h_n \right) \text{GRAD}_x [N^A] \, d\Omega_0.
\]
\[
(F^{ext})_{n+1/2}^A : = \sum_{pt=1}^{N_{pt}} m_{pt} b_{n+1/2} N^A(x^p_{n}) + T_{n+1/2}^A \\
\approx \int_{\Omega_0} N^A \rho_0 b_{n+1/2} \, d\Omega_0 + \int_{\Gamma_\sigma} N^A T_{n+1/2} \, d\Gamma_0 \),
\]

where

\[
S^h := S^{dev}_{algo} + 2p^h(\varphi^p_n) \cdot \mathbf{D}_c \mathbf{J}(C^p_n, C^p_{n+1}), \tag{90}
\]

and \(T^A_{n+1/2}\) is an approximation to the nodal value of the surface traction, \(\int_{\Gamma_\sigma} N^A T_{n+1/2} \, d\Gamma_0\). The mixed variational fields \(\{p^h, \theta^h\}\) are not particle based. In an effort to avoid an overconstrained pressure field, which can lead to locking of a finite element approximation, \(\{p^h, \theta^h\}\) and their corresponding variations are chosen to be piecewise constant on each background finite element [54]. Notice that

\[
\sum_{pt=1}^{N_{pt}} \delta \theta^p(\varphi^p_n) \cdot [p^h(\varphi^p_n) - D_\Theta U(\Theta^p_n, \Theta^p_{n+1})] \, \Omega^p_0 \approx \langle \delta \theta, p - D_\Theta U(\Theta^p_n, \Theta^p_{n+1}) \rangle_{\Omega_0},
\]

\[
\sum_{pt=1}^{N_{pt}} \delta p^h(\varphi^p_n) \cdot [\theta^p(\varphi^p_n) - \Delta J^p] \, \Omega^p_0 \approx \langle \delta p, \theta - \Delta J \rangle_{\Omega_0}.
\]

During this step, the deformation gradient for each material point is multiplicatively updated via

\[
F^{pl}_{n+1} := f^h_{n+1}(x_n) \mathbf{F}^p_n
\]

The above equations of this step, all together, are the Galerkin spatial projection of the weak form (13) onto the finite element subspace, coupled with an incremental midpoint-based time stepping scheme.

3. **Material-Point Update.** Update the material-point positions and velocities via

\[
\begin{align*}
\varphi^{pl}_{n+1} &= \varphi^p_n + \Delta \varphi^h(x^p_n) \\
v^{pl}_{n+1} &= v^p_n + \Delta v^h(x^p_n)
\end{align*}
\]

4. **Regrid.** During step 2, the finite element mesh deforms. During step 4, the mesh may be moved, if desired. In particular, the mesh may be returned to the position it occupied at the beginning of step 2. This choice is typical of many MPM implementations. Alternatively, the mesh may be redefined to suit any requirements the user may have, including the enforcement of Dirichlet boundary conditions, or adaption to features of the solution.

(End Algorithm MPM) ♦

Remarks 3.4.
1. Equations (88c) - (88e) are solved at the element level and do not explicitly enter the global system of equations (88a) [54].

2. Equations (88d) - (88e) are not necessarily the only method for updating the element level mixed volume. Alternative formulations are discussed in Appendix A. Unfortunately, the energy conservation properties of the alternatives are unclear.

3. Unfortunately, the four-node constant pressure/volume quadrilateral (Q1/P0) finite element does not satisfy the \textit{inf-sup}(LBB) condition [13]. The existence of well known pressure checkerboard modes [20], [40] precludes satisfaction of the LBB stability criterion. However, this ill-conditioning appears to be restricted to the pressure field and the velocity field is very often still convergent (Theorem 10.3.7 of [12] and [33]). A convergent pressure field can often be recovered by filtering or smoothing the oscillatory pressures [15], [28], [33], [46], [47]. Despite this shortcoming, the Q1/P0 quadrilateral remains popular in computational solid mechanics and is a relatively simple element formulation which avoids volumetric locking.

### 3.5 Conservation properties

**Definition 3.2.** The \textit{total grid (mesh) linear momentum} $L^h$ is defined as

$$L^h := \sum_{A=1}^{N_{\text{nodes}}} \left( \sum_{B=1}^{N_{\text{nodes}}} M^{AB} v_B \right). \quad (93)$$

**Definition 3.3.** The \textit{total material-point linear momentum} $L^{pt}$ is defined as

$$L^{pt} := \sum_{pt=1}^{N_{\text{pt}}} \pi^{pt}. \quad (94)$$

**Definition 3.4.** The \textit{total grid (mesh) angular momentum} $J^h$ is defined as

$$J^h := \sum_{A=1}^{N_{\text{nodes}}} \left( \vec{\phi}_A \times \sum_{B=1}^{N_{\text{nodes}}} M^{AB} v_B \right). \quad (95)$$

**Definition 3.5.** The \textit{total material-point angular momentum} $J^{pt}$ is defined as

$$J^{pt} := \sum_{pt=1}^{N_{\text{pt}}} \left( \vec{\phi}^{pt} \times \pi^{pt} \right) = \sum_{pt=1}^{N_{\text{pt}}} \left( \vec{x}^{pt} \times \pi^{pt} \right). \quad (96)$$
Definition 3.6. The total grid (mesh) kinetic energy $T^h$ is defined as

$$2T^h := \sum_{A=1}^{N_{nodes}} \left( \mathbf{v}_A \cdot \sum_{B=1}^{N_{nodes}} M^{AB} \mathbf{v}_B \right).$$

(97)

Definition 3.7. The total material-point kinetic energy $T^{pt}$ is defined as

$$2T^{pt} := \sum_{pt=1}^{N_{pt}} \left( \mathbf{\pi}^{pt} \cdot \frac{1}{m^{pt}} \mathbf{\pi}^{pt} \right) = \sum_{pt=1}^{N_{pt}} \left( \mathbf{\pi}^{pt} \cdot \mathbf{v}^{pt} \right) = \sum_{pt=1}^{N_{pt}} m^{pt} \|\mathbf{v}^{pt}\|^2$$

(98)

Definition 3.8. The total material-point potential energy $V^{pt}$ is defined as

$$V^{pt} := \sum_{pt=1}^{N_{pt}} \left[ \tilde{W}(\mathbf{b}^e, \xi) + U(\mathbf{\Theta}^{pt}) \right] \Omega_{0}^{pt}.$$ 

(99)

Definition 3.9. The total grid (mesh) energy $H^h$ is defined as

$$H^h := T^h + V^{pt}.$$ 

(100)

Definition 3.10. The total material-point energy $H^{pt}$ is defined as

$$H^{pt} := T^{pt} + V^{pt}.$$ 

(101)

Remarks 3.5. There is no need to draw a distinction between total potential energy defined on the grid and total potential energy defined on the material points. They are in fact the same quantity. To compute the total grid potential energy one would use the material points as quadrature points for the integral, and the result would be exactly $V^{pt}$.

Linear and angular momentum conservation are fairly straightforward and the fact that these quantities are conserved has been shown previously in the references [24], [30], [53].

Proposition 3.1. Assume $(\mathbf{F}^{ext})^A_{n+1/2} = 0$. Then the mesh dynamics conserve exactly the total mesh linear momentum and total mesh angular momentum. Additionally, assume that the algorithmic stress satisfies the discrete dissipation inequality (83). Then the mesh dynamics dissipate the total mesh energy,

$$H^h_{n+1} = H^h_n - \sum_{pt=1}^{N_{pt}} \Delta D^{int} \cdot \mathbf{\Omega}_0^{pt} \leq H^h_n,$$

(102)

so that $\Delta H^h = \Delta T^h + \Delta V^h \leq 0$.

Proof.

1. Linear Momentum is conserved. See [24], [30].
2. *Angular Momentum is conserved.* This is a direct consequence of the symmetry of $S^h$ [24], [30].

3. *Energy is dissipated.* The presentation follows closely that of Proposition 5 in [24]. First, since $\tilde{M}$ is symmetric, note that the change in kinetic energy can be written

$$
\Delta T^h = T_{n+1}^h - T_n^h
$$

$$
= \frac{1}{2} \sum_{A,B=1}^{N_{\text{nodes}}} (\mathbf{v}_{A,n} + \mathbf{v}_{A,n+1}) \cdot \tilde{M}_{AB}^n (\mathbf{v}_{B,n+1} - \mathbf{v}_{B,n})
$$

$$
= \sum_{A,B=1}^{N_{\text{nodes}}} \mathbf{v}_{A,n+1/2} \cdot \tilde{M}_{AB}^n (\mathbf{v}_{B,n+1} - \mathbf{v}_{B,n}). \quad (103)
$$

Use equations (88c) (88d) (88e) (83) (90):

$$
\Delta V^{pt} = V_{n+1}^{pt} - V_n^{pt}
$$

$$
= \sum_{pt=1}^{N_{\text{pt}}} \left[ \tilde{W}(b_{n+1}^e, \xi_{n+1}) + U(\Theta_{n+1}^{pt}) - \tilde{W}(b_n^e, \xi_n) - U(\Theta_n^{pt}) \right] \Omega^{pt}_0
$$

$$
= \sum_{pt=1}^{N_{\text{pt}}} \left[ \frac{1}{2} (C_{n+1}^{pt} - C_n^{pt}) : S_{\text{algo}}^{dev} + D_\Theta U(\Theta_n^{pt}, \Theta_n^{pt}) \cdot \Delta \Theta^{pt} - \Delta D^{int} \right] \Omega^{pt}_0
$$

$$
= \sum_{pt=1}^{N_{\text{pt}}} \left[ \frac{1}{2} (C_{n+1}^{pt} - C_n^{pt}) : S_{\text{algo}}^{dev} + p^h(\varphi_n^{pt}) : \theta^h(\varphi_n^{pt}) - \Delta D^{int} \right] \Omega^{pt}_0
$$

$$
= \sum_{pt=1}^{N_{\text{pt}}} \left[ \frac{1}{2} (C_{n+1}^{pt} - C_n^{pt}) : S_{\text{algo}}^{dev} + p^h(\varphi_n^{pt}) \cdot \Delta J^{pt} - \Delta D^{int} \right] \Omega^{pt}_0
$$

$$
= \sum_{pt=1}^{N_{\text{pt}}} \left[ \frac{1}{2} (C_{n+1}^{pt} - C_n^{pt}) : S_{\text{algo}}^{dev} \right] \Omega^{pt}_0
$$

$$
+ \sum_{pt=1}^{N_{\text{pt}}} \left[ \frac{1}{2} (C_{n+1}^{pt} - C_n^{pt}) : 2p^h(\varphi_n^{pt}) \cdot D_{CJ}(C_n^{pt}, C_{n+1}^{pt}) - \Delta D^{int} \right] \Omega^{pt}_0
$$

$$
= \sum_{pt=1}^{N_{\text{pt}}} \left[ \frac{1}{2} (C_{n+1}^{pt} - C_n^{pt}) : S^h - \Delta D^{int} \right] \Omega^{pt}_0 . \quad (104)
$$
\[
\Delta V^{pt} = \sum_{pt=1}^{N_{pt}} \left[ \frac{1}{2} \left( C_{n+1}^{pt} - C_n^{pt} + (F_n^{pt})^T (F_{n+1}^{pt} - (F_{n+1}^{pt})^T F_n^{pt}) \right) : S^h - \Delta D^{int} \right] \Omega_0^{pt}
\]

\[
= \sum_{pt=1}^{N_{pt}} \left[ \frac{1}{2} (F_n^{pt} + F_{n+1}^{pt})^T (F_{n+1}^{pt} - F_n^{pt}) : S^h - \Delta D^{int} \right] \Omega_0^{pt}
\]

\[
= \sum_{pt=1}^{N_{pt}} \left[ (F_{n+1}^{pt} - F_n^{pt}) : F_{n+1/2}^{pt} S^h - \Delta D^{int} \right] \Omega_0^{pt}
\]

\[
= \sum_{pt=1}^{N_{pt}} \left[ \text{grad}_n [\Delta \varphi^h(x_{pt}^n)] F_n^{pt} : F_{n+1/2}^{pt} S^h - \Delta D^{int} \right] \Omega_0^{pt}
\]

\[
= \sum_{pt=1}^{N_{pt}} \sum_{A=1}^{N_{nodes}} \sum_{pt=1}^{N_{pt}} \left( [\Delta \varphi^A \otimes \text{grad}_n [N^A(x_{pt}^n)]] F_n^{pt} : \Delta D^{int} \right) \Omega_0^{pt} - \sum_{pt=1}^{N_{pt}} \Delta D^{int} \Omega_0^{pt}
\]

\[
= \sum_{pt=1}^{N_{pt}} \sum_{A=1}^{N_{nodes}} v_{A,n+1/2} \Delta t \cdot \sum_{pt=1}^{N_{pt}} (F_{n+1/2}^{pt} S^h) (F_n^{pt})^T \text{grad}_n [N^A(x_{pt}^n)] \Omega_0^{pt} - \sum_{pt=1}^{N_{pt}} \Delta D^{int} \Omega_0^{pt}
\]

\[
= \Delta t \sum_{A=1}^{N_{nodes}} v_{A,n+1/2} \cdot (F_{n+1/2}^{pt})^A - \sum_{pt=1}^{N_{pt}} \Delta D^{int} \Omega_0^{pt}.
\] (105)

Finally, consideration of equation (88a) yields

\[
0 = \sum_{A=1}^{N_{Nodes}} v_{A,n+1/2} \cdot \left[ \frac{1}{\Delta t} \sum_{B=1}^{N_{Nodes}} \tilde{M}^{AB} (v_{B,n+1} - v_{B,n}) + (F_{int})_n^{A+1/2} \right]
\]

\[
= \frac{1}{\Delta t} (T_{n+1}^h - T_n^h) + \frac{1}{\Delta t} (V_{n+1}^h - V_n^h) + \frac{1}{\Delta t} \sum_{pt=1}^{N_{pt}} \Delta D^{int} \Omega_0^{pt}
\]

\[
= \frac{1}{\Delta t} (H_{n+1}^h - H_n^h) + \frac{1}{\Delta t} \sum_{pt=1}^{N_{pt}} \Delta D^{int} \Omega_0^{pt}
\] (106)

Since \( \Delta t > 0 \), \( H_{n+1}^h \leq H_n^h \), which is the desired result.

Corollary 3.2. Algorithm MPM conserves exactly the total material-point linear momentum and the total material-point angular momentum. The total material-point energy is unconditionally dissipated,

\[
H_{n+1}^{pt} = H_n^{pt} - \sum_{pt=1}^{N_{pt}} \Delta D^{int} \cdot \Omega_0^{pt} \leq H_n^{pt}.
\] (107)
Proof. See [30], where it is shown that MPM with a consistent mass matrix inherits the conservation properties of the grid solution.

4 Numerical simulations

The goal of this section is to present some relatively simple numerical simulations which demonstrate the conservation properties of Algorithm MPM. All numerical simulations in this work use a nonlinear quasi-Newton root finding algorithm coupled with a matrix-free iterative GMRES linear equation solving algorithm. These are provided by the computational library PETSc [7], [8], [9].

4.1 Impact of a Taylor bar

The classical Taylor bar problem [61], [64] is considered. This is a commonly simulated problem and is often used as a benchmark for transient dynamic computer codes [19], [23], [32]. A copper bar of radius $3.2\text{mm}$ and length $32.4\text{mm}$ impacts a rigid, frictionless wall with an initial longitudinal velocity of $0.227\text{mm/µs}$. The material is modeled as elastoplastic with an elastic bulk modulus $K = 130.0\text{GPa}$ and an elastic shear modulus $G = 43.3\text{GPa}$. The tension yield (flow) stress is $\sigma_Y = 0.4\text{GPa}$ and linear hardening is assumed with $H = 0.1\text{GPa}$ and $\eta = 0.0\text{Pa·s}$. The material has a density of $\rho_0 = 8.93\text{g/cm}^3$.

The bar moves within the rectangular domain $[0.0, 7.2] \times [0.0, 32.4]$, meshed by $9 \times 50$ elements. A constant time step of $\Delta t = 1.0\mu\text{s}$ is used for the axisymmetric simulation. Eighty (80) time steps are performed. The time histories of radial and axial displacement are shown in Figure 2. The time history of energy is shown in Figure 3. Most numerical simulations of this problem are run for only $80\mu\text{s}$, at which time it has been observed that all the initial kinetic energy has been either dissipated or converted to potential energy. The results of this MPM simulation verify that observation. The sequence of deformed particle configurations, colored by contour values of equivalent plastic strain, are shown in Figure 4. All the results are consistent with those in [19], [23], [32], [35], [49].

4.2 Colliding cylinders

The second example simulates the collision of two identical cylinders in plane strain. Each cylinder has an initial radius of $1.0$. The cylinders are initially located at $\{-1.05, 0.0\}$ and $\{1.05, 0.0\}$, respectively. The left cylinder is given an initial velocity of $\{1.0, -0.1\}$. The right cylinder is initially at rest. The material parameters are $K = 133.3, G = 43.3, \sigma_Y = 10.0, H = 0.01$ and $\eta = 0.0$. The material has a density of $\rho_0 = 8.824$. This same problem is simulated using energy consistent plasticity and contact algorithms in [36].

The cylinders move within the rectangular domain $[-2.20, 2.728] \times [-1.44, 1.20]$, meshed by $28 \times 22$ elements. A constant time step of $\Delta t = 0.015$ is used for the simulation. One-hundred twenty (120) time steps are performed. Figure 5 shows the evolution of energy for the MPM simulation and Figure 6 shows the sequence of the deformed particle configurations, colored by contours of equivalent plastic strain. The results are in good agreement with [36].
Figure 2: Impact of Taylor bar. Displacement history.

(a) Maximum radial displacement

(b) Maximum axial displacement

Figure 3: Impact of Taylor bar. Energy evolution.
Figure 4: Impact of Taylor bar. Sequence of deformed particle configurations. Contours of equivalent plastic strain.
There is no need to plot the time histories of linear or angular momentum for this example, as both are exactly conserved.

5 Closure

Energy consistency is examined for the MPM algorithm combined with a momentum conserving and energy dissipative finite element method for the grid dynamics. When a consistent mass matrix is used the MPM algorithm inherits the conservation properties of the grid solution. In particular, the implicit time integration scheme used for the grid dynamics is designed to reflect the continuum second law of thermodynamics, and conservation of linear and angular momenta. The conserving scheme applies to general hyperelastic-plastic material models and is applied to a multiplicative model of plasticity in the numerical examples. The numerical simulations confirm the theoretical behavior.

There are some logical extensions of this work. One might consider energy consistent algorithms for materials exhibiting localized dissipative mechanisms [2], [3]. A promising area is the simulation of Newtonian fluid dynamics, possibly with fluid-structure interaction. The MPM algorithm is more suited to flow calculations than Lagrangian finite element methods. It is also of interest to examine frictional contact within MPM in the context of energy and momentum conserving methods. The frictional contact algorithms developed for MPM [10], [18] need modification to ensure that energy is consistently dissipated.
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Figure 6: Colliding cylinders. Sequence of deformed particle configurations. Contours of equivalent plastic strain.
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A Alternative implementations of the mixed formulation

Equations (88d) - (88e) are not necessarily the only way to update the element level mixed volume. As alternatives, the following two options are possible:

1. Incremental multiplicative update:

\[
\sum_{pt=1}^{N_{pt}} \delta p^h(\varphi_{n}^{pt}) \cdot \left[ \theta^h(\varphi_{n}^{pt}) \cdot J_{n}^{pt} - J_{n+1}^{pt} \right] \Omega_{0}^{pt} = 0, \tag{108a}
\]

\[
\Theta_{n+1}^{pt} = \theta^h(\varphi_{n}^{pt}) \cdot \Theta_{n}^{pt}. \tag{108b}
\]

For this update method, an estimate of

\[
\sum_{pt=1}^{N_{pt}} \delta p^h(\varphi_{n}^{pt}) \cdot \left[ \Delta \Theta_{n}^{pt} - \Delta J_{n}^{pt} \right] \Omega_{0}^{pt}
\]

cannot be easily computed. Thus it is not possible to verify the energy conservation properties (or lack thereof) of this update scheme.

2. Total Lagrangian update:

\[
\sum_{pt=1}^{N_{pt}} \delta p^h(\varphi_{n}^{pt}) \cdot \left[ \theta^h(\varphi_{n}^{pt}) - \det(F_{n+\alpha}^{pt}) \right] \Omega_{0}^{pt} = 0, \tag{109a}
\]

\[
\Theta_{n+\alpha}^{pt} = \theta_{n+\alpha}^h(\varphi_{n}^{pt}) \tag{109b}
\]

for all \( \alpha \in [0, 1] \). In this case there is no need to store \( \Theta \) at the material points. The average volumes \( \{ \Theta_{n}, \Theta_{n+1} \} \) are computed directly. In this case, the values of \( \Theta_{n} \) and \( \Theta_{n+1} \) change during the regrid step(4) of Algorithm MPM since the pressure/volume interpolation changes. The pressure/volume interpolation is grid based, and when particles move to neighboring elements the mixed volume in those elements changes. Thus the values of \( U(\Theta^{pt}) \) change, and the energy conservation properties of this update scheme are unknown.

Since it is not possible to evaluate the energy conservation properties of these alternatives, the additive update (88d) - (88e) is chosen for this work. However, all three options are equivalent for a Lagrangian \( Q1/P0 \) finite element simulation.